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Abstract

Design, implementation and verification of distributed real-time systems are acknowledged to be very hard tasks. Such systems are prone to different kinds of delay, such as execution time of actions or communication delays implied by distributed platforms. The latter increase considerably the complexity of coordinating the parallel activities of running components. Scheduling such systems must cope with those delays by proposing execution strategies ensuring global consistency while satisfying the imposed timing constraints. In this paper, we investigate a formal model for such systems as compositions of timed automata subject to multiparty interactions, and propose a semantics aiming to overcome the communication delays problem through anticipating the execution of interactions. To be effective in a distributed context, scheduling an interaction should rely on (as much as possible) local information only, namely the state of its participating components. However, as shown in this paper these information is not always sufficient and does not guarantee a safe execution of the system as it may introduce deadlocks. Moreover, delays may also affect the satisfaction of timing constraints, which also corresponds to deadlocks in the former model. Thus, we also explore methods for analyzing such deadlock situations and for computing deadlock-free scheduling strategies when possible.
1 Introduction

Nowadays, real-time systems are ubiquitous in several application domains, and such an emergence led to an increasing need of performance: resources, availability, concurrency, etc. This expansion initiates a shift from the use of single processor based hardware platforms, to large sets of interconnected and distributed computing nodes. Moreover, it prompts the birth of a new family of systems known as Networked Embedded Systems, that are intrinsically distributed. Such an evolution stems from an increase in complexity of real-time software embedded on such platforms (e.g. electronic control in avionics and automotive domains [13]), and the need to integrate formerly isolated systems [24] so that they can cooperate as well as share resources improving thus functionality and reducing costs.

To deal with such complexity, the community of safety critical systems often restricts its scope to predictable systems, which are represented with domain specific models (e.g. periodic tasks, synchronous systems, time-deterministic systems) for which the range of possible executions is small enough to be easily analyzed, allowing the pre-computation of optimal control strategies. Networked Embedded Systems usually describe a set of real-time systems, distributed across several platforms, and interacting through a network. Because of their adaptive behavior, the standard practice when implementing such systems is not to rely on models for pre-computation of execution strategies but rather to design systems dynamically adapting at runtime to the actual context of execution. Such approaches, however, do not offer any formal guarantee of timeliness. Also, the lack of a priori knowledge on system behavior leaves also little room for static optimization.

Model-based development is one promising approach in building distributed real-time systems. First, an application model expressing a timed abstraction of the application behavior is built. This abstraction is platform independent, meaning that it does not consider any hardware specification such as communication delays or CPU(s) speed, which allows to: (i) model the system at early stages without any knowledge of the target platform, and (ii) verify the obtained model against some safety properties (functional requirements). Thereafter, the application source code, which represents the actual implementation of the system on a given platform, is automatically generated from the high level model. Then, the big challenge becomes how to verify the timing behavior of the implementation, since a lot of assumptions drop such as atomic execution of actions or timeless communication delays. In this paper, we propose a model-based approach aiming to mitigate the communication delays of distributed platforms. In this approach, systems consist of components represented as timed automata that may synchronize on particular actions to coordinate their activities. We contribute to this research field by proposing a different semantics than the usual semantics of timed automata. This semantics aims to distinguish between the decision dates for executing interactions and their actual execution dates by introducing a notion of scheduling on a semantics level. The idea behind this practice is to distinguish between the date at which interactions are executed and the date at which the execution decisions are effectively made. This will particularly help to anticipate the execution of interactions at least some delay beforehand, corresponding to the actual worst estimation of communication delays of a given platform, which will alleviate the effect of those delays on the system behavior.

This work is an extension of our work presented in [16]. We extend our previous work by (1) defining a more mature and realistic semantics for planning interactions. Especially, we introduce a lower bound horizon for planning interactions, that is, we impose at least a minimum delay, representing communication delays, between the effective planning of an interaction and its execution. In other words, immediate (timeless) planning is no longer allowed. Thereafter, we show that by enforcing a minimum delay between interactions planning and their executions, we may engender situational blocking situations that were nonexistent at first. We provide (2) a
formal characterization of such blocking situations and (3) suggest an execution strategy aiming to avoid the latter. Furthermore, (4) if no execution strategy guaranteeing safe executions can be found, we propose an alternative method based on real-time controller synthesis approach as well as a discussion comparing both approaches.

The rest of the paper is organized as follows. Section 2 gives preliminary definitions of timed automata with respect to multiparty interactions as well as predicates definitions needed for the rest of the paper. In Section 3, we present our extended local planning semantics, discuss its relation with the usual timed automata semantics, and give sufficient conditions that formally characterize its deadlock states. Then, Section 4 presents an execution strategy aiming to enforce the correctness of the presented approach and find a deadlock free execution scenario when possible. Additionally, Section 5 explains how the local planning semantics can be formalized as a real-time controller synthesis problem and provide, thus, an alternative method for finding an execution strategy for such semantics. We also highlight the key issues met during our reflection and discuss important modeling points when using this technique. An implementation of the proposed approach is described in Section 6 along with experimental results conducted on real-life case studies. Finally, the related works are presented in Section 7 and the conclusion given in Section 8.

2 Timed Systems and Properties

In the framework of the present paper, components are timed automata and systems are compositions of timed automata with respect to multiparty interactions. The timed automata we use are essentially the ones from [4], however, slightly adapted to embrace a uniform notation throughout the paper.

Given a set of clock $\mathcal{X}$, a clock constraint is an expression of the form:

$$c := \text{true} \mid x \sim ct \mid x - y \sim ct \mid c \land c \mid \text{false},$$

with $x, y \in \mathcal{X}$, $\sim \in \{<, \leq, =, \geq, >\}$ and $ct \in \mathbb{Z}$. We denote by $\mathcal{C}(\mathcal{X})$ the set of clock constraints over $\mathcal{X}$.

Definition 1 (Component). A component is a tuple $B = (\mathcal{L}, \ell_0, \mathcal{A}, \mathcal{X}, \mathcal{T}, \text{tpc})$ where $\mathcal{L}$ is a finite set of locations, $\ell_0 \in \mathcal{L}$ is an initial location, $\mathcal{A}$ a finite set of actions, $\mathcal{X}$ is a finite set of clocks, $\mathcal{T} \subseteq \mathcal{L} \times (\mathcal{A} \times \mathcal{C}(\mathcal{X}) \times 2^{\mathcal{X}}) \times \mathcal{L}$ is a set of transitions labeled with an action, a guard, and a set of clocks to be reset, and $\text{tpc} : \mathcal{L} \rightarrow \mathcal{C}(\mathcal{X})$ assigns a time progress condition $\text{tpc}(\ell)$ to each location $\ell \in \mathcal{L}$. Notice that time progress conditions are backward closed, that is, they are restricted to conjunctions of constraints of the form $x \leq ct$.

Throughout the paper, we assume components that are deterministic timed automata, that is, at a given location $\ell$ and for a given action $a$, there is at most one outgoing transition from $\ell$ labeled by $a$. Given a timed automaton $(\mathcal{L}, \ell_0, \mathcal{A}, \mathcal{X}, \mathcal{T}, \text{tpc})$, we write $\ell \xrightarrow{a,g,r} \ell'$ if there exists a transition $\tau = (\ell, (a, g, r), \ell') \in \mathcal{T}$. We also denote by $\text{guard}(a, \ell)$ the clock constraints of the transition labeled by $a$ and outgoing from $\ell$ if it exists, and $\text{false}$ otherwise and we write:

$$\text{guard}(a, \ell) = \begin{cases} g, & \text{if } \exists \tau = (\ell, (a, g, r), \ell') \in \mathcal{T} \\ \text{false}, & \text{otherwise} \end{cases}$$

Before recalling the semantics of a component, we first fix some notations. Let $\mathcal{V}(\mathcal{X})$ be the set of all clock valuation functions $v : \mathcal{X} \rightarrow \mathbb{R}_{\geq 0}$ and $v_0$ be the clock valuation assigning zero to all clocks. For a clock constraint $c$, $c(v)$ is a boolean value corresponding to the evaluation of $c$ on $v$. For a valuation $v \in \mathcal{V}$ and for $\delta \in \mathbb{R}_{\geq 0}$, $v + \delta$ is the valuation satisfying $(v + \delta)(x) = v(x) + \delta$ for
any $x$, while for a subset of clocks $r$, $v[r]$ is the valuation obtained from $v$ by resetting clocks of $r$, i.e., $v[r](x) = 0$ for $x \in r$, $v[r](x) = v(x)$ otherwise. We denote by $c + \delta$ the clock constraint $c$ shifted by $\delta$, i.e. such that $(c + \delta)(v)$ iff $c(v + \delta)$. We also consider the classical backward and forward operators \cite{Filar} on clock constraints, i.e. $(\lor \ c)(v)$ iff $\exists \delta \geq 0 . \ c(v + \delta)$ and $(\land \ c)(v)$ iff $\exists \delta \geq 0 . \ c(v - \delta)$. In what follows, we also use two variants of the backward operator considering lower bounds $l \in \mathbb{Z}_{\geq 0}$ and upper bounds $u \in \mathbb{Z}_{\geq 0} \cup \{+\infty\}$: $(\lor \ l c)(v)$ iff $\exists \delta \geq l . \ c(v + \delta)$ and $(\land \ u c)(v)$ iff $\exists \delta . \ l \leq \delta \leq u \land c(v + \delta)$.

**Definition 2 (Semantics).** A component $B = (\mathcal{L}, \ell_0, \mathcal{A}, \mathcal{X}, T, \text{tpc})$ defines the labeled transition system (LTS) $(Q, q_0, A \cup \mathbb{R}_{\geq 0}, \rightarrow)$ where:

- $Q = \mathcal{L} \times \mathcal{V}(\mathcal{X})$ denotes the states of $B$, $q_0 = (\ell_0, v_0)$ is the initial state.
- $\rightarrow \subseteq Q \times (A \cup \mathbb{R}_{>0}) \times Q$ denotes the set of transitions between states according to the rules:
  - $(\ell, v) \xrightarrow{a, \ell} (\ell', v[r])$ if $\ell \xrightarrow{a, \ell} \ell'$ and $g(v)$ and $\text{tpc}(\ell')(v[r])$ (action step).
  - $(\ell, v) \xrightarrow{\delta} (\ell, v + \delta)$ if $\text{tpc}(\ell)(v + \delta)$ for $\delta \in \mathbb{R}_{>0}$ (time step).

A run $g$ of $B$ is an execution sequence that alternates action steps and time steps, that is:

$$g = q_0 \sigma_0 q_1 \sigma_1 q_2 \ldots , \text{ such that } q_i \in Q, \ q_i \xrightarrow{\sigma_i} q_{i+1}, \text{ and } i \in \mathbb{Z}_{\geq 0}, \sigma_i \in A \cup \mathbb{R}_{>0}.$$ 

We say that a state $(\ell, v)$ is reachable if there is an execution sequence from the initial configuration $(\ell_0, v_0)$ leading to $(\ell, v)$. In this paper, we always assume components with well formed guards, that is, transitions $\ell \xrightarrow{a, \ell} \ell'$ satisfy $g(v) \Rightarrow \text{tpc}(\ell)(v) \land \text{tpc}(\ell')(v[r])$ for any $v \in \mathcal{V}$. This ensures that the reachable states always satisfy the time progress conditions, i.e. if $(\ell, v)$ is reachable then we have $\text{tpc}(\ell)(v)$. Consequently, the action step of Definition 2 can be simplified as:

$$(\ell, v) \xrightarrow{a, \ell} (\ell', v[r])$$

$$(\ell, v) \xrightarrow{\delta} (\ell, v + \delta)$$

Notice that the set of reachable states is in general infinite, but it can be partitioned into a finite number of symbolic states \cite{Filar, Herman, Litzenberger}. A symbolic state is defined by a pair $(\ell, \zeta)$ where, $\ell$ is a location of $B$, and $\zeta$ is a zone, i.e. a set of clock valuations defined by a clock constraint (as defined in Definition 1). Efficient algorithms for computing symbolic states and operations on zones are fully described in \cite{Herman}. Given symbolic states $\{(\ell_j, \zeta_j)\}_{j \in J}$ of $B$, the predicate $\text{Reach}(B)$ characterizing the reachable states can be expressed as:

$$\text{Reach}(B) = \bigvee_{j \in J} \text{at}(\ell_j) \land \zeta_j,$$

where $\text{at}(\ell_j)$ is true on states whose location is $\ell_j$, and clock constraint $\zeta_j$ is straightforwardly applied to clock valuation functions of states.

We define the predicate $\text{Enabled}(a)$ characterizing states $(\ell, v)$ at which an action $a$ is enabled, i.e. such that $(\ell, v) \xrightarrow{a, \ell} (\ell', v')$ for some $(\ell', v')$. It can be formally written as:

$$\text{Enabled}(a) = \bigvee_{\ell \in \mathcal{L}} \text{at}(\ell) \land \text{guard}(a, \ell).$$

A state $(\ell, v)$ is said urgent if time cannot progress from $(\ell, v)$, that is, there is no $\delta \in \mathbb{R}_{>0}$ such that $(\ell, v) \xrightarrow{\delta} (\ell, v')$. Urgent states are characterized by the predicate:

$$\text{Urgent}(B) = \bigvee_{\ell \in \mathcal{L}} \text{at}(\ell) \land \text{urg}(\ell) \ (1)$$

where $\text{urg}(\ell)$ is a clock constraint characterizing the valuations from which time cannot progress with respect to the time progress condition of $\ell$, that is, it is defined by $\text{urg}(\ell) = \bigvee_{i=1}^{m} (x_i \geq c_t)$ if
\[ tp_c(\ell) = \bigwedge_{i=1}^{m} x_i \leq c_t. \]

Notice that due to well-formed guards, an urgent reachable state satisfies also (1) if inequalities \( x_i \geq c_t \) on clocks are replaced by equalities \( x_i = c_t \) in the expression of \( urg(\ell) \).

Following [31], we require that components or systems execute forever. This is referred to as the requirement of progress which can be divided split into discrete and time progress captured respectively by the notion of deadlocks and timelocks.

**Definition 3 (Deadlock and action-time-lock).** We say that a state \((\ell, v)\) of a component \(B\) is deadlock if, with respect to its semantics, no action can be executed from \((\ell, v)\) and from its successors, that is:

\[ \text{Deadlock}(B) = \neg \left( \exists a \in A \ . \ (\ell, v) \xrightarrow{a} (\ell', v') \lor \exists \delta > 0 \ . \ (\ell, v) \xrightarrow{\delta} (\ell, v + \delta) \xrightarrow{a} (\ell', v') \right). \]

Deadlock states are characterized by the following predicate:

\[ \text{Deadlock}(B) = \neg \left( \bigvee_{a \in A} \lnot \left( \text{ Enabled}(a) \land tp_c(\ell) \right) \right). \]

Because of well-formed guards this could be simplified into:

\[ \text{Deadlock}(B) = \bigwedge_{a \in A} \lnot \left( \text{ Enabled}(a) \right). \]

A deadlock \((\ell, v)\) is called an action-time-lock when no interaction can execute nor time can progress from \((\ell, v)\), that is:

\[ \text{ActionTimeLock}(B) = \neg \left( \exists a \in A \ . \ (\ell, v) \xrightarrow{a} (\ell', v') \lor \exists \delta > 0 \ . \ (\ell, v) \xrightarrow{\delta} (\ell, v + \delta) \xrightarrow{a} (\ell', v') \right). \]

Action-time-lock states are characterized by the following predicate:

\[ \text{ActionTimeLock}(B) = \left( \bigwedge_{a \in A} \lnot \text{ Enabled}(a) \right) \land \left( \bigvee_{\ell \in L} \text{ at}(\ell) \land urg(\ell) \right). \]

Deadlocks are situations from which a component is stuck at a given location without being able to progress by executing an action, which must be avoided in reactive systems. Action-time-locks are modeling errors and consist in deadlocks from which time cannot progress.

We denote by \( \text{time}(\rho, i) \) the total elapsed time until point \( i \), that is, \( \sum_{j < i} \sigma_j \) such as \( \sigma_j \in \mathbb{R}^+ \).

In the same way, \( \text{time}(\rho) \) represents the total elapsed time during \( \rho \), and is defined to be the limit of \( \text{time}(\rho, i) \) if the sequence converges and \( \infty \) otherwise.

**Definition 4 (Zeno runs and Timelocks).** Let \( \rho \) be an infinite run such that \( \text{time}(\rho) \neq \infty \). Such a run violates the time progress requirements (only a finite number of events can occur in a finite amount of time), and is called zeno. Given a component \( B \), a state of \( B \) is timelock if all infinite runs starting from that state are zeno.

In [31], it was shown that the class of timed automata in which 1 time unit is elapsed in every structural loop, also known as strongly non-zeno, is non zeno. An interesting property of this class is that it preserves non-zenoness under composability. Thus, checking the requirements of progress of a given system will boil down to checking its deadlock freedom.

In our framework, components communicate by means of multiparty interactions. A multiparty interaction is a rendez-vous synchronization between actions of a fixed subset of components. It takes place only if all the participants agree to execute the corresponding actions. Given \( n \)
components $B_i$, $i = 1, \ldots, n$, with disjoint sets of actions $A_i$, an interaction is a subset of actions $\alpha \subseteq \cup_{1 \leq i \leq n} A_i$ containing at most one action per component, i.e. $\alpha \cap A_i$ is either empty or a singleton $\{a_i\}$. That is, an interaction $\alpha$ can be put in the form $\{a_i\}_{i \in I}$ with $I \subseteq \{1, \ldots, n\}$ and $a_i \in A_i$ for all $i \in I$. We denote by $\text{part}(\alpha)$, the set of components participating in $\alpha$, that is, $\text{part}(\alpha) = \{B_i\}_{i \in I}$. We say that two interactions $\alpha$ and $\beta$ are conflicting, denoted by $\alpha \# \beta$, if $\text{part}(\alpha) \cap \text{part}(\beta) \neq \emptyset$.

The semantics of a composition is interpreted at runtime by evaluating enabled interactions based on current states of the system components. In a composition of $n$ components $B_{i \in \{1, \ldots, n\}}$ synchronizing through the interaction set $\gamma$, denoted by $\gamma(B_1, \ldots, B_n)$, an action $a_i$ can execute only as part of an interaction $\alpha$ such that $a_i \in \alpha$, that is, along with the execution of all other actions $a_j \in \alpha$, which corresponds to the usual notion of multiparty interaction.

**Definition 5 (Standard Semantics of a Composition).** Given a set of components $\{B_1, \ldots, B_n\}$ and an interaction set $\gamma$. The (standard) semantics of the composition $S = \gamma(B_1, \ldots, B_n)$ w.r.t the set of interactions $\gamma$ is the LTS $(Q_0, q_0, \gamma \cup \mathbb{R}_{>0}, \rightarrow_{\gamma})$ where:

- $Q_0 = L \times V(X)$ is the set of global states, where $L = L_1 \times \ldots \times L_n$ and $X = \bigcup_{i=1}^n X_i$. We write a state $q = (\ell, v)$ where $\ell = (\ell_1, \ldots, \ell_n) \in L$ is a global location and $v \in V(X)$ is a global clock valuation. $q_0 = (\ell_0, v_0)$ is the initial state, where $\ell_0 = (\ell_0^1, \ldots, \ell_0^n)$ and $v_0$ is the clock valuation assigning 0 to all clocks.

- $\rightarrow_{\gamma} \subseteq Q \times (\gamma \cup \mathbb{R}_{>0}) \times Q$ is the set of labeled transitions defined by the rules:
  
  - $(\ell, v) \xrightarrow{\alpha} (\ell', v')$ for $\alpha = \{a_i\}_{i \in I} \in \gamma$, if $\forall i \in I \ (\ell_i, v_i) \xrightarrow{a_i} (\ell'_i, v'_i)$ and $\forall i \notin I \ (\ell_i, v_i) = (\ell'_i, v'_i)$.
  
  - $(\ell, v) \xrightarrow{\delta} (\ell, v + \delta)$ for $\delta \in \mathbb{R}_{>0}$ if $\forall i \in \{1, \ldots, n\} \ \text{tpc}_i(\ell)(v_i + \delta)$ where $v_i$ denotes the restriction of $v$ to clocks $X_i$ of $B_i$.

To simplify notations, predicates defined on individual components $B_i$ are straightforwardly interpreted on states $(\ell, v)$ of a composition $S = \gamma(B_1, \ldots, B_n)$ by considering the projection $(\ell_i, v_i)$ of $(\ell, v)$ on $B_i$, which is such that $\ell = (\ell_1, \ldots, \ell_n)$ and $v_i$ is restriction of $v$ to clocks $X_i$ of $B_i$. For instance, $\text{at}(\ell_i)$ evaluates to true on $(\ell, v)$ iff $\ell \in L_1 \times \ldots \times L_{i-1} \times \{\ell_i\} \times L_{i+1} \times \ldots \times L_n$. Similarly, clock constraints of components $B_i$ are applied to clock valuation functions $v$ of the composition by restricting $v$ to clocks $X_i$ of $B_i$. This allows to write the predicate $\text{Enabled}(\alpha)$ characterizing states $(\ell, v)$ from which an interaction $\alpha = \{a_i\}_{i \in I} \in \gamma$ can be executed, i.e., such that $(\ell, v) \xrightarrow{\alpha} (\ell', v')$, as:

$$\text{Enabled}(\alpha) = \bigwedge_{i \in I} \text{Enabled}(a_i)$$

$$= \bigwedge_{i \in I} \left( \bigvee_{(\ell_i, v_i) \in \text{part}(\alpha)} \text{at}(\ell_i) \land \text{guard}(a_i, \ell_i) \right)$$

$$= \bigvee_{\ell = (\ell_1, \ldots, \ell_n)} \bigwedge_{i \in I} \text{guard}(a_i, \ell_i).$$

Notice that the above formulation of $\text{Enabled}(\alpha)$ corresponds to locations enumeration of all components participating in interaction $\alpha$. In practice, we rather consider only a subset of locations $L_\alpha \subseteq L$, from which the execution of $\alpha$ is possible. This corresponds to $\prod_{i \in I} |L_i|$ possible configuration, where $L_\alpha_i \subseteq L_i$ is a subset of locations from which there exists a transition labeled by action $a_i \in \alpha$, and $|L_\alpha_i|$ denotes the cardinality of $L_\alpha_i$, which is reasonably small in practical examples but can be (at the worst case) equal to $\prod_{i \in I} |L_i|$.

The definitions of run, reachable states, deadlocks and action-time-locks of components are also trivially extended to composition of components. Deadlocks of a composition $S = \gamma(B_1, \ldots, B_n)$
can be characterized as follows:

\[
\text{Deadlock}(S) = \bigvee_{\ell=(\ell_1,\ldots,\ell_n) \in \mathcal{L}} \text{at}(\ell) \land \left( \bigwedge_{\alpha \in \gamma} \sim \checkmark \left( \text{Enabled}(\alpha) \land \bigwedge_{1 \leq i \leq n} \text{tpc}_i(\ell_i) \right) \right),
\]

and action-time-locks by:

\[
\text{ActionTimeLock}(S) = \left( \bigwedge_{\alpha \in \gamma} \neg \text{Enabled}(\alpha) \right) \land \left( \bigvee_{1 \leq i \leq n} \bigvee_{\ell_i \in \mathcal{L}_i} \text{at}(\ell_i) \land \text{arg}(\ell_i) \right).
\]

**Example 6 (Running Example).** Let us consider as a running example the composition of four components \(C, T_1, T_2\), and \(R\) of Figure 1. Component \(C\) represents a controller that initializes then releases tasks \(T_1\) and \(T_2\). Tasks use the shared resource \(R\) during their execution. To implement such behavior, we consider the following interactions between \(C, R,\) and \(T_1\): \(\alpha_1 = \{\text{init}_0,\text{init}_1\}\), \(\alpha_3 = \{\text{start}_0,\text{start}_1\}\), \(\alpha_5 = \{\text{take},\text{process}_1\}\), \(\alpha_7 = \{\text{free},\text{end}_1\}\), and similar interactions \(\alpha_2,\alpha_4,\alpha_6,\alpha_8\) for task \(T_2\), as shown by connections on Figure 1. The controller is responsible for firing the execution of each task. First, it non-deterministically initializes one of the two tasks, i.e. executes \(\alpha_1\) or \(\alpha_2\), and then releases it through interaction \(\alpha_3\) or \(\alpha_4\). Tasks perform their processing independently of the controller, after being granted an access to the shared resource \(\alpha_5\) or \(\alpha_6\). When finished, a task releases the resource (interactions \(\alpha_7\) or \(\alpha_8\)) and goes back to its initial location. An example of execution sequence of the system of Figure 1 is given below, in which valuations \(v\) of clocks \(x, y,\) and \(z\) are represented as a tuples \((v(x), v(y), v(z))\):

\[
(\ell_0, \ell_0, \ell_0, \ell_0, (0, 0, 0)) \xrightarrow{26_{\gamma}} (\ell_1, \ell_2, \ell_3, \ell_4, (26, 26, 26)) \xrightarrow{\alpha_1_{\gamma}} (\ell_3, \ell_4, \ell_0, \ell_0, (26, 26, 26)) \xrightarrow{\alpha_2_{\gamma}} (\ell_1, \ell_2, \ell_3, \ell_0, \ell_0, (0, 26, 0)) \xrightarrow{10_{\gamma}} (\ell_2, \ell_3, \ell_4, \ell_0, (0, 26, 0)) \xrightarrow{\alpha_6_{\gamma}} (\ell_1, \ell_2, \ell_3, \ell_4, (0, 36, 10)) \xrightarrow{\alpha_7_{\gamma}} (\ell_1, \ell_2, \ell_3, \ell_4, (0, 36, 10)) \xrightarrow{\alpha_8_{\gamma}} (\ell_1, \ell_2, \ell_3, \ell_4, (2, 38, 12)) \xrightarrow{\alpha_2_{\gamma}} (\ell_1, \ell_2, \ell_3, \ell_4, (2, 38, 12))
\]
3 Local Planning of Interactions

In the previous Section, we presented a timed automata model for representing timed systems with multiparty interactions. The semantics of such model is based on the notion of global states, that is, interactions executions are based not only on the state of participating components but on the states of all components of the system. Conversely, a distributed system can be seen as a collection of loosely coupled components that communicate with a scheduling layer [23, 29] which, based on a partial view of the system, is responsible of taking decisions for interactions executions and their effective execution dates. Additionally, high-level coordination primitives, such as multiparty synchronizations (interactions) are rarely built-in primitives of distributed platforms. Hence, their implementation on a distributed platform requires synchronization protocols responsible for realizing synchronizations using simpler primitives such as point-to-point messages passing as explained in [29]. This is classically implemented using one or more additional coordination component(s) observing the system state and deciding on interactions execution, which adds on a communication overhead not reflected by the semantics of Section 2.

This motivates the introduction of the local planning semantics. This semantics differs from the standard semantics of timed automata in two main aspects: (i) interactions execution is based only on partial state of the system, that is, based only on the state of components participating in the considered interaction. Thus, it allows to decide locally without monitoring the entire system. (ii) it distinguishes between the execution decision of an interaction (its planning), and the execution itself. This distinction allows us to impose a delay between the planning of an interaction and its execution. The latter is constrained by the (maximal) communication latency induced by the execution platform, which is a parameter of the semantics. It is correct in the sense that it refines (it is included in) the semantics of Section 2. However, being based on local states, planning decisions are too permissive and may introduce deadlocks when they are not compatible with the global state of the system.

3.1 Definition of the LPS

Let $S = \gamma(B_1, \ldots, B_n)$ be a composition of components $B_1, \ldots, B_n$ with disjoint set of locations, actions and clocks. We define the predicate $\text{Plannable}(\alpha, \delta)$ characterizing states $(\ell, v)$ from which an interaction $\alpha = \{a_i\}_{i \in I} \in \gamma$ is enabled in $\delta \in \mathbb{R}_{\geq 0}$ units of time (if time progresses by $\delta$ units of time), that is, such that $\text{Enabled}(\alpha)$ evaluates to true on state $(\ell, v + \delta)$. It is characterized by:

$$\text{Plannable}(\alpha, \delta) = \bigvee_{\ell \in \mathcal{L}} \text{at}(\ell) \land \bigwedge_{i \in I} \big(\text{guard}(a_i, \ell_i) + \delta\big)$$

(3)

Notice that for an interaction $\alpha$ the predicate $\text{Plannable}(\alpha, \delta)$ depends only on states of components of $\text{part}(\alpha)$, which motivates the following property.

Property 7. Let $(\ell, v)$ be a state of the composition $S$. For any interactions $\alpha, \beta \in \gamma$ such that, $(\ell, v) \xrightarrow{\delta} (\ell', v')$ and $\text{part}(\alpha) \cap \text{part}(\beta) = \emptyset$, if $\text{Plannable}(\alpha, \delta)$ holds at state $(\ell, v)$ then it still holds at state $(\ell', v')$.

This property derives directly from the fact that executing an interaction $\beta$ does not change the states of components participating in an interaction $\alpha$, provided that $\alpha$ and $\beta$ have disjoint sets of participating components, and thus, $\text{Plannable}(\alpha, \delta)$ is not affected by the execution of $\beta$ in this case. In the following, we say that two interactions $\alpha$ and $\beta$ conflict when they have common participating components, that is, when $\text{part}(\alpha) \cap \text{part}(\beta) \neq \emptyset$, and we write $\alpha \# \beta$. We denote by $\text{conf}(\alpha)$ the set of interactions conflicting with $\alpha$, that is, $\text{conf}(\alpha) = \{\beta \in \gamma \mid \alpha \# \beta\}$.
\textbf{Property 8.} Let $(\ell, v)$ and $(\ell, v + \delta')$, with $\delta' \in \mathbb{R}_{>0}$ be two states of the composition $S$. For an interaction $\alpha \in \gamma$, if \text{Plannable}(\alpha, \delta)$ holds at state $(\ell, v)$ then \text{Plannable}(\alpha, \delta - \delta') also holds at any state $(\ell, v + \delta')$ such that $\delta' \leq \delta$.

This property can be found directly by expressing the predicate $3$ on state $(\ell, v + \delta')$.

As previously explained, due to communication latencies induced by execution platforms we assume that interactions cannot be planned in $\delta$ units of time if $\delta < h_{\text{min}}$, where $h_{\text{min}} \in \mathbb{Z}_{\geq 0}$ is a parameter representing the minimal planning horizon, which should represent the upper bound communication latencies. Notice that for the sake of simplicity, we consider a global parameter $h_{\text{min}}$ but we could also assume different parameters for each interaction. Additionally, we also consider upper bounds planning horizons $h_{\text{max}} : \gamma \to \mathbb{Z}_{\geq 0} \cup \{+\infty\}$ for each interaction such that for any $\alpha \in \gamma$ we have $h_{\text{max}}(\alpha) \geq h_{\text{min}}$. We denote by $h_{\text{max}}$ the upper planning horizon assigning infinity to every $h_{\text{max}}(\alpha)$. A direct consequence of introducing the planning horizons is that every interaction $\alpha$ can be planned only using a horizon $\delta$ satisfying $h_{\text{min}} \leq \delta \leq h_{\text{max}}(\alpha)$, meaning that every component $B \in \text{part}(\alpha)$ will be blocked for a duration between $[h_{\text{min}}, h_{\text{max}}(\alpha)]$. Observe that while $h_{\text{min}}$ represents the worst case estimation of the communication delays for a given platform, the parameters $h_{\text{max}}(\alpha)$ will be used later to find a strategy that avoids deadlocks by restricting the amount of time components can be blocked for.

For an interaction $\alpha$ we define the predicate \text{Plannable}(\alpha) characterizing states from which $\alpha$ can be planned in a delay respecting the planning horizons $h_{\text{min}}$ and $h_{\text{max}}(\alpha)$, that is:

\[
\text{Plannable}(\alpha) \Leftrightarrow \exists \delta \in \mathbb{R}_{\geq 0} \cdot h_{\text{min}} \leq \delta \leq h_{\text{max}}(\alpha) \land \text{Plannable}(\alpha, \delta),
\]

It can be written equivalently as follows:

\[
\text{Plannable}(\alpha) = \bigvee_{\ell \in \mathcal{L}} \delta(\ell) \land \bigwedge_{i \in \alpha} \text{guard}(a_i, \ell_i)
\]

\textbf{Definition 9 (Plan).} A plan $\pi$ is a function $\pi : \gamma \to \mathbb{R}_{\geq 0} \cup \{+\infty\}$ defining relative times for executing interactions. An interaction $\alpha$ is planned to execute in $\pi(\alpha)$ time units only if $\pi(\alpha) < +\infty$. Plans satisfy that for any two interactions $\alpha \neq \beta$ such that $\pi(\alpha) < +\infty$ and $\pi(\beta) < +\infty$, then the interactions $\alpha$ and $\beta$ are not conflicting (i.e. $\neg(\alpha \# \beta)$).

We denote by $\pi_0$ the plan assigning $+\infty$ to every interaction of $\gamma$, that is, $\forall \alpha \in \gamma, \pi_0(\alpha) = +\infty$. For a plan $\pi$, we consider its minimum value $\min(\pi) = \min \{ \pi(\alpha) | \alpha \in \gamma \}$. We also denote by $\mathcal{C}(\pi)$ the set of interactions conflicting with the plan $\pi$, i.e. $\mathcal{C}(\pi) = \{ \alpha \mid \exists \beta \# \alpha. \pi(\beta) < +\infty \}$, and part($\pi$) the set of components participating in interactions planned by $\pi$, i.e. part($\pi$) = \{ $B_i \mid \exists \alpha . \pi(\alpha) < +\infty \land B_i \in \text{part}(\alpha)$ \}. Notice that since $\pi$ stores relative times, whenever time progresses by $\delta$, the value $\pi(\alpha)$ assigned by $\pi$ to an interaction $\alpha$ should be decreased by $\delta$ until it reaches $0$, meaning that $\alpha$ has to execute. We write $\pi - \delta$ to describe the progress of time over the plan, that is, $(\pi - \delta)(\alpha) = \pi(\alpha) - \delta$ for interactions $\alpha$ such that $\pi(\alpha) < +\infty$. Similarly, $\pi[\alpha \mapsto \delta]$ assigns relative time $\delta$ to $\alpha$, $\alpha \notin \mathcal{C}(\pi)$, into existing plan $\pi$, i.e. $(\pi[\alpha \mapsto \delta])(\beta) = \delta$ for $\beta = \alpha$, $(\pi[\alpha \mapsto \delta])(\beta) = \pi(\beta)$ otherwise.

\textbf{Definition 10 (Local Planning Semantics).} Given a set of components $\{B_1, \cdots, B_n\}$ and an interaction set $\gamma$, we define the local planning semantics (LPS) of the composition $\gamma(B_1, \cdots, B_n)$, as the LTS $(Q_p, q_0, \Sigma_p, \sim, \gamma)$ where:

- $Q_p = \mathcal{L} \times \mathcal{V}(\mathcal{X}) \times \Pi$, where $\mathcal{L}$ is the set of global locations, $\mathcal{V}(\mathcal{X})$ is the set of global clock valuation, and $\Pi$ is the set of plans.
\[ \sum_p = \gamma \cup \mathbb{R}_{>0} \cup (\gamma \times \mathbb{R}_{\geq 0}), \text{ where } (\gamma \times \mathbb{R}_{\geq 0}) \text{ defines the action of planning interactions of } \gamma \text{ and their relative times.} \]

\[ \sim \sim \sim \gamma \subseteq Q_p \times \sum_p \times Q_p \text{ is the set of labeled transitions defined by the rules:} \]

1. \[ (\ell, v, \pi) \sim\sim\sim\gamma (\ell, v, \pi[\alpha \mapsto \delta]) \text{ for } \alpha \in \gamma, h_{\min} \leq \delta \leq h_{\max}(\alpha) \text{ and } \delta \neq +\infty \text{ if } \alpha \notin \text{conf}(\pi) \text{ and } \text{Plannable}(\alpha, \delta) \text{ holds on } (\ell, v, \pi). \]

2. \[ (\ell, v, \pi) \sim\sim\gamma (\ell', \nu', \pi[\alpha \mapsto +\infty]) \text{ for } \alpha \in \gamma \text{ if } \pi(\alpha) = 0 \text{ and } (\ell, v) \overset{\alpha}{\rightarrow}_{\gamma} (\ell', \nu'). \]

3. \[ (\ell, v, \pi) \sim\sim\gamma (\ell, v + \delta, \pi - \delta) \text{ for } \delta \leq \min(\pi), \ell = (\ell_1, \ldots, \ell_n), \text{ if } tpc_i(\ell_i)(v + \delta) \text{ for components } B_i \in \text{part}(\pi) \text{ and } tpc_i(\ell_i)(v + \delta + h_{\min}) \text{ for components } B_i \notin \text{part}(\pi). \]

Remark that in the above definition as well as in what follows, predicates defined on states \((\ell, v) \in Q_g = \mathcal{L} \times \mathcal{V}(X)\) of the standard semantics are straightforwardly interpreted on states \((\ell, v, \pi) \in Q_p\) considering the projection \((\ell, v)\) of \((\ell, v, \pi)\) on \(Q_g\).

States of the LPS do not include only locations and clock valuations, but also the relative execution times of the planned interactions stored by \(\pi\). Initially, no interaction is planned, that is, initial states \((\ell_0, v_0, \pi_0)\) satisfy \(\pi_0 = +\infty\). Planning an interaction \(\alpha\) to be executed at a relative time \(h_{\min} \leq \delta \leq h_{\max}(\alpha)\) corresponds to the operation \(\pi[\alpha \mapsto \delta]\) on the plan, which can only be done if \(\alpha\) is not conflicting with the latter, and becomes enabled if time progresses by \(\delta\) (i.e. if \(\text{Plannable}(\alpha, \delta)\)). On the other hand, time progress not only updates clock values but also the plan by decreasing the relative execution times of the planned interactions. To force the execution of planned interactions when their relative execution times reach 0, time cannot progress more than the closest relative execution times of the interactions (more than \(\min(\pi)\)).

As for the standard semantics, time progress is limited by the time progress conditions of the components, but with the following significant difference: Components \(B_i \in \text{part}(\pi)\) participating in planned interactions behave as in the standard semantics, that is, time can progress until their time progress conditions expire. For components \(B_i \notin \text{part}(\pi)\), i.e., that are not participating in planned interactions, we take into account the minimal delay \(h_{\min}\) needed for planning and then executing an interaction: in components \(B_i \notin \text{part}(\pi)\) time can progress only up to \(h_{\min}\) time units before their time progress conditions expire. By doing so, we ensure that there always remains enough time to plan interactions involving \(B_i \notin \text{part}(\pi)\), if they exist, and execute them before their time progress conditions expire.

**Example 11.** Let us consider the following execution sequence for example of Figure 1 under the LPS with \(h_{\min} = 2\) and \(h_{\max} = h_{\max}^\infty\).

\[
\begin{align*}
((\ell_0, \ell_2, \ell_3, \ell_4), (0, 0, 0), +\infty) & \quad \sim\sim\sim\gamma ((\ell_0, \ell_3, \ell_2, \ell_0), (0, 0, 0), \{\alpha_1 \mapsto 26\}) \\
((\ell_0, \ell_2, \ell_3, \ell_4), (26, 26, 26), \{\alpha_1 \mapsto 0\}) & \quad \sim\sim\sim\gamma ((\ell_1, \ell_2, \ell_3, \ell_4), (26, 26, 26), +\infty) \\
((\ell_1, \ell_2, \ell_3, \ell_4), (26, 26, 26), \{\alpha_3 \mapsto 2\}) & \quad \sim\sim\sim\gamma ((\ell_1, \ell_2, \ell_3, \ell_4), (28, 28, 28), \{\alpha_1 \mapsto 0\}) \\
((\ell_0, \ell_3, \ell_2, \ell_0), (0, 28, 0), +\infty) & \quad \sim\sim\sim\gamma ((\ell_0, \ell_2, \ell_3, \ell_4), (0, 28, 0), \{\alpha_2 \mapsto 26\}) \\
((\ell_0, \ell_2, \ell_3, \ell_4), (26, 54, 26), \{\alpha_2 \mapsto 0\}) & \quad \sim\sim\sim\gamma ((\ell_1, \ell_2, \ell_3, \ell_4), (26, 54, 26), +\infty) \\
((\ell_1, \ell_2, \ell_3, \ell_4), (26, 54, 26), \{\alpha_4 \mapsto 2\}) & \quad \sim\sim\sim\gamma ((\ell_1, \ell_2, \ell_3, \ell_4), (28, 56, 28), \{\alpha_4 \mapsto 0\}) \\
((\ell_0, \ell_2, \ell_3, \ell_4), (28, 0, 0), +\infty) & \quad \sim\sim\sim\gamma ((\ell_0, \ell_2, \ell_3, \ell_4), (28, 0, 0), \{\alpha_6 \mapsto 30\})
\end{align*}
\]

This execution sequence represents a path that alternates plan actions, time progress and execution of some interactions, and leads to the action-time-lock state \(((\ell_0, \ell_2, \ell_3, \ell_4), (0, 0, 28), \{\alpha_6 \mapsto 30\})\). In fact, the time progress condition \(x \leq 30\) in component \(T_1\), imposes the planning of interaction \(\alpha_7\) at the latest \(h_{\min}\) units of time before it becomes urgent. However, since interaction \(\alpha_6\) was
planned in 28 units of time, \( \alpha_7 \) cannot be planned since it is conflicting with \( \alpha_6 \). This execution sequence shows that a given system action-time-locks under the local planning semantics, even if it is deadlock-free in the standard semantics.

### 3.2 Properties of the LPS

We use weak simulation to compare models of the standard semantics and the local planning semantics by considering the planning transitions unobservable. As shown in Example 11, the LPS does not preserve the deadlock freedom property of our system. Nevertheless, the following proves weak simulation relations between the two semantics.

**Lemma 12.** Given a reachable state \((\ell, v, \pi)\) of the LPS. If for \( \alpha \in \gamma \), \( \pi(\alpha) < +\infty \Rightarrow \) Plannable\((\alpha, \pi(\alpha))\).

**Proposition 13.** An interaction can execute from a state \((\ell, v, \pi)\) in the local planning semantics only if it can execute from \((\ell, v)\) in the standard semantics, that is:

\[
\forall \alpha \in \gamma. (\ell, v, \pi) \leadsto (\ell', v', \pi') \Rightarrow (\ell, v) \xrightarrow{\alpha} (\ell', v').
\]

Proposition 13 is a consequence of Lemma 12: an interaction \( \alpha \) can execute in the local planning semantics only if \( \pi(\alpha) = 0 \) (see Definition 9). That is, a state \((\ell, v, \pi)\) of the LPS from which \( \alpha \) can execute satisfies Plannable\((\alpha, 0)\) or equivalently Enabled\((\alpha)\), which demonstrates that \( \alpha \) can execute from \((\ell, v)\) in the standard semantics.

**Proposition 14.** Time can progress by \( \delta \) at a state \((\ell, v, \pi)\) in the local planning semantics only if time can progress by \( \delta \) at \((\ell, v)\) in the standard semantics, that is:

\[
\forall \delta \in \mathbb{R}_{>0}. (\ell, v, \pi) \xrightarrow{\delta} (\ell', v', \pi') \Rightarrow (\ell, v) \xrightarrow{\delta} (\ell', v').
\]

Proposition 14 is a direct consequence of the definition of time progress in the local planning semantics which is a restriction of the one in the standard semantics.

**Corollary 15.** If a state \((\ell, v, \pi)\) is reachable in the local planning semantics, then the state \((\ell, v)\) is reachable in the standard semantics.

Corollary 15 is obtained from Propositions 13 and 14 and the fact that planning transitions (labeled by \((\alpha, \delta)\)) affect only the plan \( \pi \) in states \((\ell, v, \pi)\) of the LPS.

**Definition 16** (Weak Simulation). A weak simulation over \( A = (Q_A, q_A, \cup(\beta), \to_A) \) and \( B = (Q_B, q_B, \cup(\beta), \to_B) \), where \( \beta \) actions represent silent (unobservable) action, is a relation \( R \subseteq Q_A \times Q_B \) such that:

1. \( \forall (q, r) \in R, \alpha \in \sum_A q \xrightarrow{\alpha} q' \Rightarrow \exists r': (q', r') \in R \land r \xrightarrow{\beta} r' \) and,
2. \( \forall (q, r) \in R : q \xrightarrow{\beta} A q' \Rightarrow \exists r': (q', r') \in R \land r \xrightarrow{\beta} r'. \)

B simulates \( A \), denoted by \( A \sqsubseteq R B \), means that \( B \) can do everything \( A \) does.

The definition of weak simulation is based on the unobservability of \( \beta \)-transitions. In our case, \( \beta \)-transitions corresponds to planning transitions. Let \( LTS_g \) and \( LTS_p \) be respectively the underlying labeled transition system of the standard semantics and the local planning semantics respectively.

**Corollary 17.** \( LTS_p \sqsubseteq_R LTS_g \) with \( R = \{(q, \pi) \in Q_p \times Q_g\} \).
Corollary 17 corresponds to a notion of correctness of the local planning semantics: any execution in the LPS corresponds to an execution in the standard semantics. In addition, if interactions are allowed to be planned with relative execution times of 0 (i.e., $h_{\text{min}} = 0$) then timeless planning of interactions becomes possible. Thus, the planning semantics simulates the standards semantics in that case.

**Corollary 18.** $\text{LTS}_g \subseteq_R^R \text{LTS}_p$, with $R' = \{(q; (q, \pi)) \in Q_g \times Q_p \mid h_{\text{min}} = 0\}$.

However, this is no longer true in general if $h_{\text{min}} > 0$ which means that not all execution sequences of the standard semantics are preserved by the local planning semantics.

**Corollary 19.** If $\text{LTS}_g$ is zeno runs free then $\text{LTS}_p$ is too.

Corollary 19 states that the LPS does not introduce any zeno behavior if the standard semantics is free from the latter. It is a direct consequence of Corollary 17 and the fact that it is not possible to have infinite sequences of planning transitions without interaction execution ($\gamma$ is finite and planning times are bounded).

**Proposition 20.** If every reachable state of $\text{LTS}_g$ is not a deadlock, then a reachable state of $\text{LTS}_p$ is not deadlock if and only if it is not an action-time-lock.

**Proof of Proposition 20.** We prove Proposition 20 by contradiction. Let us assume that the system under the standard (resp. local planning) semantics is deadlock free (resp. action-time-lock-free). Let $(\ell, v, \pi)$ be a reachable deadlock state of the LPS. We have:

\[ \exists \sigma \in \gamma \cup (\gamma \times \mathbb{R}_{\geq 0}), \exists \delta. (\ell, v, \pi) \xrightarrow{\sigma, \gamma} (\ell', v', \pi') \lor (\ell, v, \pi) \xrightarrow{\delta} (\ell, v + \delta, \pi - \delta) \xrightarrow{\sigma, \gamma} (\ell', v', \pi') \]

We denote by $\text{wait}(\ell, v, \pi)$ the set of allowed waiting times at state $(\ell, v, \pi)$, that is:

\[ \text{wait}(\ell, v, \pi) = \{0\} \cup \{\delta \in \mathbb{R}_{>0} | (\ell, v, \pi) \xrightarrow{\delta} (\ell, v + \delta, \pi - \delta)\} \]

We also put $\max(\text{wait}(\ell, v, \pi))$ to denote the maximal waiting time at state $(\ell, v, \pi)$. Notice that $\max(\text{wait}(\ell, v, \pi))$ may not be defined in some cases. In fact, we are not interested in its actual existence but rather in the fact that it is bounded ($<$ $+\infty$) or not.

**Lemma 21.** Let $(\ell, v, \pi)$ be a reachable state of the local planning semantics. For $k \in \mathbb{R}_{\geq 0}$, such that $k = \max(\text{wait}(\ell, v, \pi))$, we have the following properties:

- **P1** If $k < +\infty$ then $(\ell, v, \pi) \xrightarrow{\gamma} (\ell, v + k, \pi - k) \land \text{wait}(\ell, v + k, \pi - k) = \{0\}$
- **P2** If $\pi \neq \pi_0$ then $k \leq \min(\pi)$

We distinguish 2 cases:

**Case 1: no interaction is planned (i.e. $\pi = \pi_0$)**

By definition of the LPS, it is clear that for $\pi = \pi_0$, there is no interaction to execute from $(\ell, v, \pi)$ or any of its successor $(\ell, v + \delta, \pi - \delta)$.

1. $\text{wait}(\ell, v, \pi) = \{0\}$:
   - This means that time progress is not allowed at state $(\ell, v, \pi)$. We also have $\exists \sigma \in (\gamma \times \mathbb{R}_{\geq 0}).(\ell, v, \pi) \xrightarrow{\sigma, \gamma} (\ell', v', \pi')$ (deadlock assumption). We can conclude that $(\ell, v, \pi)$ is a reachable action-time-lock state, which contradicts the assumption that the system under the local planning semantics is action-time-lock-free.

2. $\text{wait}(\ell, v, \pi) \neq \{0\}$:
   - a. $\max(\text{wait}(\ell, v, \pi)) = +\infty$: 

Lemma 22. Let $(\ell, v, \pi)$ be a reachable state of the local planning semantics. If $\forall \delta \in \mathbb{R}_{\geq 0}, (\ell, v, \pi) \leadsto_{\gamma} (\ell, v + \delta, \pi - \delta) \land \neg \text{Plannable}(\alpha)$ at $(\ell, v, \pi)$, then we have $\neg \text{Enabled}(\alpha)$ at $(\ell, v + \delta, \pi - \delta)$ with $\delta \geq h_{\min}$.

By P1 of Lemma 21 we can deduce that $\exists \delta \geq h_{\min}$ such that $(\ell, v, \pi) \leadsto_{\gamma} (\ell, v + \delta, \pi - \delta)$.

We also have from the deadlock assumption and Lemma 22: $\bigwedge_{\alpha \in \gamma} \neg \text{Enabled}(\alpha)$. Finally, since the state $(\ell, v + \delta, \pi - \delta)$ is reachable in the standard semantics, and by evaluating the deadlock characterization 2 on state $(\ell, v + \delta, \pi - \delta)$, we can conclude that the system under the standard semantics deadlocks, which contradicts the assumption of deadlock freedom of the system under the standard semantics.

Case 2: at least an interaction is planned (i.e. $\pi \neq \pi_0$)

Considering that $k = \max(wait(\ell, v, \pi))$, then we have by 2 of Lemma 21: $(\ell, v, \pi) \leadsto_{\gamma} (\ell, v + k, \pi - k) \land \text{wait}(\ell, v + k, \pi - k) = \{0\}$. Using the deadlock assumption we have: $\bigwedge_{\alpha \in \gamma} \neg \text{Plannable}(\alpha)$ at state $(\ell, v + k, \pi - k)$. Since the system cannot progress beyond this state ($\text{wait}(\ell, v + k, \pi - k) = \{0\}$), we can conclude that $(\ell, v + k, \pi - k)$ is a reachable action-time-lock state, which contradicts the assumption that the system under the local planning semantics is action-time-lock-free.

4 Enforcing Deadlock-Free Planning

As explained in previous section, the local planning semantics is based on local conditions for planning interactions and may exhibit deadlocks even when the system is deadlock-free with the standard semantics. Such deadlocks are partly due to the fact that planning an interaction may block, in addition to the participating components, extra components whose timing constraints are not considered by these local conditions. In this section, we investigate simple execution strategies that only restrict the horizon used for planning interactions with upper bounds. By reducing the period of time during which components are blocked, they tend to remove deadlocks from the reachable states. In what follows, we consider a composition of components $S = \gamma(B_1, \cdots, B_n)$ such that it is deadlock-free in the standard semantics.

Corollary 23 (Sufficient Condition for Deadlock-freedom). If a reachable state of the planning semantics is not an action-time-lock then it is not deadlock.

Corollary 23 is a direct consequence of Proposition 20. It affirms that for systems that are initially deadlock-free under the standard semantics, it is sufficient to prove action-time-lock-freedom of the LPS to prove its deadlock-freedom.

Proposition 24. A reachable state $(\ell, v, \pi)$ of the local planning semantics is an action-time-lock if and only if:

$$\pi > 0 \land \bigwedge_{\alpha \in \text{conf}(\pi)} \neg \text{Plannable}(\alpha) \land \bigvee_{\ell_i \in E_i, B_i \notin \text{part}(\pi)} \text{at}(\ell_i) \land (\text{urg}(\ell_i) + h_{\min}).$$

The above proposition derives directly from the definition of action-time-locks on a state of the local planning semantics. As shown in Example 11, the local planning semantics may introduce
deadlocks. The source of deadlocks is twofold: \(i\) due to communication delays, consecutive execution in a component are separated by at least \(h_{\text{min}}\) units of time which may be incompatible with its timings constraints, and \(ii\) conditions for planning interactions are too permissive as they only take into account timing constraints of participating components whereas they may block additional components, namely the ones participating in conflicting interactions. In the rest of the paper, we study how to generate planning strategies for preserving deadlock-freedom by restricting the planning transitions of the LPS so that deadlock states become unreachable. Such a strategy may not exist when timing constraints cannot accommodate with the communication delays \(h_{\text{min}}\).

From Corollary 23, action-time-lock-freedom is a sufficient condition for deadlock-freedom of the LPS. By Proposition 24, a state \((\ell,v,\pi)\) is an action-time-lock in the local planning semantics if and only if no time progress is allowed nor planning or execution of interactions from \((\ell,v,\pi)\), that is:

\[
\pi > 0 \land \bigwedge_{a \in \gamma(\pi)} \neg \text{Plannable}(a) \land \bigvee_{i \in L_i, B_i \notin \text{part}(\pi)} \text{at}(\ell_i) \land (\text{urg}(\ell_i) + h_{\text{min}}).
\]

The above predicate characterizes the fact that no interaction can be executed or planned, nor time can progress in component \(B_i \notin \text{part}(\pi)\). Consequently, we deduce that a necessary condition of action-time-lock is the existence of a component \(B_i \notin \text{part}(\pi)\) such that time cannot progress in \(B_i\) and \(B_i\) cannot be planned in an interaction, that is:

\[
\bigwedge_{a \in \gamma(B_i) \setminus \text{conf}(\pi)} \left( \neg \text{Plannable}(a) \land \bigvee_{i \in L_i} \text{at}(\ell_i) \land (\text{urg}(\ell_i) + h_{\text{min}}) \right),
\]

where \(\gamma(B_i)\) denotes the subset of interactions in which \(B_i\) participates, that is, \(\gamma(B_i) = \{ \beta \in \gamma \mid B_i \in \text{part}(\beta) \}\). Notice that the above expression strongly depends on the plan \(\pi\), which is difficult to characterize in practice. The following theorem proposes sufficient plan-independent condition characterizing action-time-lock states of the LPS.

\[\textbf{Theorem 25.}\ Let \(\phi\) be the following predicate:
\[
\bigvee_{1 \leq i \leq n} \left[ \bigvee_{\ell_i \in L_i} \text{at}(\ell_i) \land (\text{urg}(\ell_i) + h_{\text{min}}) \land \bigwedge_{a \in \gamma(B_i)} \left( \neg \text{Plannable}(a) \lor \bigwedge_{\beta \in \text{conf}(\pi)} \text{Plannable}(\beta) \right) \right].
\]

where \(\text{Plannable}(\beta)\) is the predicate defined as follows:

\[\text{Plannable}(\beta) \Leftrightarrow \exists \delta > 0 . \ 0 \leq \delta \leq h_{\text{max}}(\beta) \land \text{Plannable}(\beta, \delta).\]

We prove that a reachable action-time-lock state \((\ell,v,\pi)\) satisfies \(\phi\).

\[\textbf{Proof of Theorem 25.}\ A \text{ reachable action-time-lock state of the LPS satisfies:}
\[
\pi > 0 \land \bigwedge_{a \in \gamma(B_i) \setminus \text{conf}(\pi)} \left( \neg \text{Plannable}(a) \land \bigvee_{i \in L_i, B_i \notin \text{part}(\pi)} \text{at}(\ell_i) \land (\text{urg}(\ell_i) + h_{\text{min}}) \right).
\]

In order to approximate the above formula, we distinguish two cases:

\[\textbf{Case 1: no interaction is planned (i.e. } \pi = \pi_0)\]

From \(\pi = +\infty\) we deduce directly that there exists an urgent component \(B_i\) such that no interaction \(a\) involving \(B_i\) can be planned, that is:

\[
\bigvee_{1 \leq i \leq n} \left[ \bigvee_{\ell_i \in L_i} \text{at}(\ell_i) \land (\text{urg}(\ell_i) + h_{\text{min}}) \land \bigwedge_{a \in \gamma(B_i)} \neg \text{Plannable}(a) \right].
\]
Case 2: at least an interaction is planned (i.e. \( \pi \neq \pi_0 \))

In this case, there exists an urgent component \( B_i \notin \text{part}(\pi) \) such that no interaction \( \alpha \) involving \( B_i \) can be planned, either because it conflicts with a planned interaction \( \beta \) (\( 0 < \pi(\beta) < +\infty \)) or because \( \text{Plannable}(\alpha) \) is not satisfied, that is \( \exists \beta \in \pi, \exists B_i \notin \text{part}(\beta) \) satisfying:

\[
(0 < \pi(\beta) < +\infty) \land \bigwedge_{\alpha \in \gamma(B_i) \cap \text{conf}(\beta)} \neg \text{Plannable}(\alpha) \land \bigvee_{\ell_i \in L, B_i \notin \text{part}(\beta)} \text{at}(\ell_i) \land (\text{urg}(\ell_i) + h_{\min}).
\]

or equivalently \( \exists \beta \in \pi, \exists B_i \notin \text{part}(\beta) \) satisfying:

\[
\bigvee_{\ell_i \in L, B_i \notin \text{part}(\beta)} \text{at}(\ell_i) \land (\text{urg}(\ell_i) + h_{\min}) \land \bigwedge_{\alpha \in \gamma(B_i)} \left( \neg \text{Plannable}(\alpha) \lor (\beta \in \text{conf}(\alpha) \land (0 < \pi(\beta) < +\infty)) \right).
\]

By noticing that we have the following implication between quantifiers \( \exists y, \forall x, Q(x, y) \implies \forall x, \exists y, Q(x, y) \), we can deduce that the above condition implies:

\[
\bigvee_{1 \leq i \leq n} \bigg[ \bigvee_{\ell_i \in L_i} \text{at}(\ell_i) \land (\text{urg}(\ell_i) + h_{\min}) \land \bigwedge_{\alpha \in \gamma(B_i)} \left( \neg \text{Plannable}(\alpha) \lor \bigvee_{\beta \in \text{conf}(\alpha), B_i \notin \text{part}(\beta)} \text{Plannable}(\beta) \right) \bigg].
\]

As \( \pi > 0 \), and if we consider only reachable action-time-locks, we have \( 0 < \pi(\beta) \leq h_{\max}(\beta) \), and by Lemma 12 we have \( \text{Plannable}(\beta, \pi(\beta)) \). That is, \( \beta \) satisfies \( \text{Plannable}(\beta) \) in which the lower bound \( h_{\min} \) is replaced by the strict lower bound 0, i.e. \( \text{Plannable}(\beta) \). Then, the above expression becomes:

\[
\bigvee_{1 \leq i \leq n} \bigg[ \bigvee_{\ell_i \in L_i} \text{at}(\ell_i) \land (\text{urg}(\ell_i) + h_{\min}) \land \bigwedge_{\alpha \in \gamma(B_i)} \left( \neg \text{Plannable}(\alpha) \lor \bigvee_{\beta \in \text{conf}(\alpha), B_i \notin \text{part}(\beta)} \text{Plannable}(\beta) \right) \bigg]. \quad (2)
\]

By remarking that Expression 1 implies Expression 2, we can conclude that an action-time-lock of the local planning semantics satisfies:

\[
\bigvee_{1 \leq i \leq n} \bigg[ \bigvee_{\ell_i \in L_i} \text{at}(\ell_i) \land (\text{urg}(\ell_i) + h_{\min}) \land \bigwedge_{\alpha \in \gamma(B_i)} \left( \neg \text{Plannable}(\alpha) \lor \bigvee_{\beta \in \text{conf}(\alpha), B_i \notin \text{part}(\beta)} \text{Plannable}(\beta) \right) \bigg]. \quad \blacktriangleleft
\]

Notice that due to the monotony of \( \phi \) on upper bound horizons, we obtain the following lemma:

**Lemma 26.** If \( \text{LTS}_p \) is action-time-lock free for the upper bound horizons function \( h_{\max} \), then it is action-time-lock free for any upper bound horizon function \( h'_{\max} \leq h_{\max} \).

In order to attest that planning interactions does not introduce deadlocks, we use an SMT solver to check the satisfiability of \( \phi \). As explained earlier, a given system is deadlock-free under the restricted LPS if \( \text{Reach}(\text{LTS}_p) \land \phi \) is unsatisfiable. Since \( \text{Reach}(\text{LTS}_p) \subseteq \text{Reach}(\text{LTS}_g) \) (Corollary 17), we can verify the above on \( \text{Reach}(\text{LTS}_g) \). Effectively, we do not compute \( \text{Reach}(\text{LTS}_g) \) to avoid the combinatorial explosion problem, inherent to composition of timed automata. In fact, we rather build an over-approximation, \( \overline{\text{Reach}(\text{LTS}_g)} \), of the latter, and use it during our verification. Finding a strategy granting action-time-lock-freedom is based on the idea of restricting the upper bound horizon function \( h_{\max} \). In fact, since \( h_{\min} \) is a parameter that is dependent of the communication latency of a given execution platform, it cannot be tuned. Instead, initially for each interaction \( \alpha \in \gamma \), \( h_{\max}(\alpha) = +\infty \). Thereafter, due to the monotony of \( \phi \) (Lemma 26) on upper horizons, this parameter will be refined, that is, its maximum will be decreased until finding a function \( h_{\max} \) for which \( \overline{\text{Reach}(\text{LTS}_g)} \land \phi \) is unsatisfiable or until reaching the upper horizon function \( h'_{\max} \) for which \( h_{\max}(\alpha) = h_{\min} \) for every \( \alpha \in \gamma \) and such that \( \overline{\text{Reach}(\text{LTS}_g)} \land \phi \) is satisfiable.
5 Planning Semantics as Real-Time Controller Synthesis

In Section 5, we presented a method that provides execution strategies by restricting the upper bounds planning horizon for each interaction. This strategy aims to preserve the deadlock-freedom property of a given system under the local planning semantics without imposing further scheduling constraints. This approach relies on the verification of a given expression on over-approximations of the reachable states of the initial semantics. Thus, it may give false-positive results due to (i) the nature of expression to check (sufficient condition) and (ii) the over-approximation of the reachable states of the LPS using over-approximations of the reachable states of the standard semantics (Corollary 17).

In such cases, an alternative is to tackle the problem as a real-time controller synthesis problem. Real-time controller synthesis is a common method used to extract an execution strategy from formal specifications satisfying certain properties. Usually, these properties express the reachability (resp. non-reachability) of a set of winning states (resp. bad states). In case of planning interactions with bounded horizons, the idea is to restrict the transition relation so that all the remaining behaviors do not lead to states where a component is urgent and no possible execution including this component may occur. This can be formalized as a reachability game for a timed game automaton [12], where the main idea consists in trying to find an execution strategy guaranteeing that a given set of namely bad states of the system are never reached.

In order to apply this approach, it is required to encode the planning of interactions and their effects on the system, that is, (i) encode interactions planning as synchronizations between components, (ii) reserve the components of the planned interactions until their chosen execution date, i.e, keep track of the planned interactions and their execution dates, and (iii) characterize the set of bad states. Thereafter, tools such as UPPAAL-Tiga [6] can be used to find an execution strategy of the planning semantics avoiding the set of bad states, that is, deadlock states. Expressing the planning problem as a real-time controller synthesis problem is not an easy task. Hereinafter, we discuss the different issues met during the formalization process and provide suggestions for solving them.

5.1 Planning Zones

From expression 4, we can see that the clocks values for planning an interaction $\alpha$ are calculated at a global level, that is, by applying the $\varphi_{h_{\min}}(\alpha)$ on the conjunction of its participating actions timing constraints. Notice that for a timing constraint $g = g_1 \land g_2$, we have:

$$\varphi_{h_{\min}} g = \varphi_{h_{\min}} (g_1 \land g_2) \implies \varphi_{h_{\min}} g_1 \land \varphi_{h_{\min}} g_2$$

The above expression bears out the fact that planning states must be encoded on the composition of the system model and not on individual components. Particularly, expression 5 points out the fact that encoding the planning on transitions of individual components will induce additional behavior ($\varphi_{h_{\min}} (g_1 \land g_2) \implies \varphi_{h_{\min}} g_1 \land \varphi_{h_{\min}} g_2$). This represents the first drawback of this method since building the composition may be tedious especially for big scale systems. Therefore, a simple solution to avoid computing the composition is to consider models with interactions having timing constraints on up to one of their participating actions, that is, given an interaction $\alpha = \{a_i\}_{i \in I} \in \gamma$, we have $g_a = true$ or $g_a = g_{a_j}$, with $g_{a_j} = true$ for $j \in I, j \neq i$. In fact, considering interactions including up to one action with timing constraints, will allow to encode the planning on individual components that, additionally to the defined synchronizations (interactions), will also synchronize their planning actions.

The idea is to split each transition of the initial model into two transitions: (1) a planning transition, followed by (2) an execution transition after the plan transition being performed.
For an interaction $\alpha \in \gamma$, the choice of the planning horizon, that is, the duration for which components participating in $\alpha$ will be blocked for until their execution, will be encoded on the execution transition of the component whose action $a_i \in \alpha$ and $g_\alpha = g_{a_i}$. Otherwise, if $g_\alpha = \text{true}$ this choice is made arbitrarily. Consequently, this component will be equipped with a clock $x_p$ that will be used to track the planning dates. Finally, time progress conditions must also be translated to enforce planning at the latest $h_{\min}$ units of time before their expiry. Figure 2 depicts an overview of such transformation for $\delta = h_{\min}$ horizon:

5.2 Infinite Planning Transitions

Effectively, in order to encode the planning in timed automata, horizons values must be integer. Moreover, due to the dense time nature of the planning intervals (relative planning date for each interaction are in $[h_{\min}, h_{\max}(\alpha)]$), we end up with an infinity of plan transitions, especially when not restricted upper bound planning horizons, i.e., $h_{\max} = h_{\max}^{\infty}$. Consequently, the first thing to do is to restrict for each interaction $\alpha \in \gamma$ the upper bound planning horizon $h_{\max}(\alpha)$. Thereafter, we propose to discretize the planning horizons in order to obtain finite values in $\mathbb{Z} > 0$ (Figure 3). In what follows, we denote by $\text{Disc} : \gamma \rightarrow \mathcal{D}$ the discretized horizon function defining for each interaction its respective discretized planning horizons $\mathcal{D} \subset \mathbb{Z} > 0$.

Definition 27 (Planning Timed Automaton). Given $n$ timed components $\mathcal{B}_i = (L_i, \ell_0, A_i, T_i, X_i, I_i)$ synchronizing through the interaction set $\gamma$ such that, for each interaction $\alpha \in \gamma$, the guard of $\alpha$ is equal to the guard of one of its included actions. We define the corresponding planning model as the composition of the $n$ timed automata $\mathcal{B}_p^\alpha = (L_i, \ell_0, A_i \cup \mathcal{P}, T_i \cup X_i \cup \{x_p^i\}, I_i)$, w.r.t the
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interaction set $\gamma \cup P$, where:

- $P_i = \cup_{a \in A_i} p_a$ is the set of Planning Actions
- $P = \{p_a = \{p_{a_i}\}_{i \in I} | a \in \gamma \land \alpha = \{a_i\}_{i \in I}\}$ is the set of Planning Interactions
- $x^p_i$ is a Tracking Clock for interactions execution in each component
- $L_i^p = (L_i \cup L_{i_p})$ is the set of control locations, where $L_{i_p}$ is the set of locations following planning actions

$T^p_i$ is such that for each $(\ell, a_i, g_i, r_i, \ell') \in T_i, a_i \in \alpha$ and for each $\delta \in Disc(\alpha)$:

- if $g_\alpha \neq \text{true}$ we have:
  
  Planning transitions:
  $\ell^p_i \xrightarrow{P_a \cdot \text{true}, \emptyset} \ell^p_a$, if $g = \text{true}$
  $\ell^p_i \xrightarrow{P_a \cdot \text{true}, v^p(x^p)} \ell^p_a$, otherwise

  Execution transitions:
  $\ell^p_i \xrightarrow{a \cdot \text{true}, r} \ell^p_t$, if $g = \text{true}$
  $\ell^p_i \xrightarrow{a \cdot g_a \cdot x^p = \delta, r} \ell^p_t$, otherwise
  
  where $\ell_a, \ell^p_a \in L^p_{i_p}$.

- if $g_\alpha = \text{true}$, we choose one action $b \in \alpha$:
  
  Planning transitions:
  $\ell^p_i \xrightarrow{P_a \cdot \text{true}, \emptyset} \ell^p_a$, if $a \neq b$
  $\ell^p_i \xrightarrow{P_a \cdot \text{true}, v^p(x^p)} \ell^p_a$, otherwise

  Execution transitions:
  $\ell^p_i \xrightarrow{a \cdot \text{true}, r} \ell^p_t$, if $a \neq b$
  $\ell^p_i \xrightarrow{a \cdot g_a \cdot x^p = \delta, r} \ell^p_t$, otherwise

$T^p_i$ is the set of Location Invariants, such that $\forall \ell^p_i \in L^p_{i_p}$, we have:

$\ell^p_i(\ell^p_i) = \begin{cases} tpc(\ell_i) - \min, \text{if } \ell^p_i = \ell_i \in L_i \\ x^p_i = \delta \land tpc(\ell_i), \text{if } \ell^p_i = \ell^p_{a_i} \in L^p_{i_p} \text{ such that } \ell_i \in L_i \land \ell_i \xrightarrow{p_{a_i}} \ell_{a_i} \end{cases}$

For a composition $\gamma(B_1, \cdots, B_n)$, let $LTS^p_{B'} = (Q_{B'}, \gamma' \cup \mathbb{R}_{>0}, \rightarrow_{\gamma'})$, where $\gamma' = \gamma \cup P$, be the corresponding labeled transition system of its planning model under the standard semantics.

**Theorem 28.** $\forall \gamma \in \mathbb{R}, \gamma' \in \mathbb{R}, \gamma'' \in \mathbb{R}$, let $LTS^p_{B'} = (Q_{B'}, \gamma' \cup \mathbb{R}_{>0}, \rightarrow_{\gamma'})$, where $\gamma' = \gamma \cup P$, be the corresponding labeled transition system of its planning model under the standard semantics.

**Proof of Theorem 28.** To prove that $LTS^p_{B'} \subseteq R' \subseteq LTS_{B''}$, we need to prove that:

1. $\forall(q^p, q^g) \in R', \sigma \in \gamma \subseteq \mathbb{R}_{>0}$ such that $q^p \Rightarrow q^g \Rightarrow \exists q^9, (q^p, q^9) \in R' \land q^9 \Rightarrow q^g$  
2. $\forall(q^p, q^g) \in R', p_{a_i} \in P$ such that $q^p \Rightarrow q^g \Rightarrow \exists q^9, (q^p, q^9) \in R'$

1. **a.** Suppose that $(q^p, q^g) \in R', \sigma = \alpha \in \gamma$ and $q^p \Rightarrow q^g \Rightarrow \exists q^9, (q^p, q^9) \in R'$ with $q^p = ((\ell^p_1, \cdots, \ell^p_{n_p}), v^p)$. We have: $q^p \Rightarrow q^g \Rightarrow \exists q^9, (q^p, q^9) \Rightarrow q^g = (\ell^p_1, \cdots, \ell^p_{n_p}, v^p)$. We have: $\ell^p_1 \xrightarrow{\alpha g_a \cdot x^p = \delta, r} \ell^p_t$ such that $\ell^p_1 = \ell^p_{a_i}$. Moreover, since the same clocks are reset by the execution of $\alpha$ in both models, we deduce that $v^g = equ(v^p)$. By remarking that the state of components not participating in $\alpha$ remains the same, we conclude that $\exists q^9$ such that $q^p \Rightarrow q^g \Rightarrow \exists q^9, (q^p, q^9) \in R'$. 


b. \( (q_p, q_g) \in R' \), we define \( \mathcal{I}_g \) the set of indices such that \( \ell_i^p \in \mathcal{L}_i \), and \( \mathcal{T}_p \) the set of indexes such that \( \ell_i^p \in \mathcal{L}_i \).

\[ \forall i \in \mathcal{I}_p, \ell_i^p = \ell_i \land q_i^p \xrightarrow{\alpha} q_i^p \Rightarrow q_i^g \xrightarrow{\sigma} q_i^g. \]

We conclude that \( \exists q^{q^g} \) such that \( q^g \xrightarrow{\sigma} q^{q^g} \wedge (q^p, q^{q^g}) \in R' \).

2. Suppose that \( (q^p, q^g) \in R' \) and \( q^{q^g} \xrightarrow{p_0} q^p\), with \( p_0 \in \mathcal{P} \) and \( q^p = (\ell_i^p, \ldots, \ell_n^p, v^p) \). We have: \( \forall \alpha \in \gamma, q^g \xrightarrow{\sigma} q^g \Rightarrow (a_1 \ldots a_n) \xrightarrow{\ell_1^p \ldots \ell_n^p} q^p \). Moreover, since planning actions reset only the clocks \( x_i^p \) for tracking execution time, we can deduce that \( (q^p, q^g) \in R' \).

Once interactions planning encoded, one last thing to do is to add the set of bad states to each planning automaton (if needed) and find a strategy to avoid those states. Figure 4 depicts the corresponding planning automata for example of Figure 1 with respect to Definition 27. Locations suffixed by \( p \), correspond to locations following planning actions, whereas locations ending with \( \text{err} \) define the bad states, that is, states with urgent time progress condition(s) and no possible execution removing the urgency. In this example, for each interaction \( \alpha \in \gamma \), we chose \( D(\alpha) = \{1, 2\} \). Notice that for this example, we consider that all actions are controllable actions.
When you are in (Controller.zp==1 && Task(2).yp<=2), take transition Controller.l_1_p_1-> Controller.l_0 {zp == 1 && 1 == front(), exec_run[1]!, z := 0, dequeue() } Task(1).l_1_p->Task(1).l_2 {1, exec_run[id]?, y := 0, venqueue(id) } When you are in (Task(2).yp==2 && Controller.zp<=1), take transition Task(2).l_3_p2-> Task(2).l_0 {yp == 2, exec_end[id]!, vdequeue() } Var.V_pe->Var.V_ee {2 == vfront(), exec_end[2]?, 1}

Figure 5 Sample of the Output Strategy from UPPAAL-Tiga.

since it is a closed system in the sense that there is no interaction with the environment.

We performed the verification on the Task Manager examples with 20 tasks. The winning condition being a safety condition: avoid all “err” locations. This was translated into the following property:

control: A[ ] forall (i : int[0,N-1]) not (Task(i).l_2_err or Task(i).l_3_err)  

The property of interest was successfully verified. Additionally, we were also able to synthesize all winning actions of all states using the command line of UPPAAL-Tiga. A sample of the resulting output is provided below Figures 5. Notice that the average execution time for verifying Property 6 is 0.1141 seconds (0.6534 seconds when requesting the generation of a strategy).

5.3 Discussion

In this section, we explained how the problem of planning interactions can be formalized into a real-time controller synthesis approach. However, this approach has some drawbacks. In order to encode planning of interactions in components as timed automata, this approach restricts its scope to discretized horizon values which results in having less control over the planning dates of interactions, and leads in case of a high number of discretized values, to an explosion in the number of planning transitions. Unfortunately, we do not have an immediate solution for this problem. In fact, it is user dependent since one user may just want to have a ASAP execution for a given interaction, for instance because the components involved in this interaction are often

1 The experiments have been conducted on a HP machine with Ubuntu 16.04, an Intel® Core™ i5-4300U processor of frequency 1.90GHz×4, and 7.7GiB memory.
requested, and in that case the practice will be to always plan with \( h_{\text{min}} \). In other cases, the user may want to plan an interaction with flexible amount time. Additionally, this approach considers only a class of systems where interactions have timing constraints on up to one of their participating components action. Otherwise, the planning should be encoded on the composition, which represents a tedious work because of the state space explosion problem. Nevertheless, this approach differs from the usual scheduler synthesis approach since it is not performed on the regular semantics of timed automata. Particularly, here we are interested in avoiding bad states of the planning semantics (states that verify the expression of Theorem 25). Consequently, unless finding an automatic general method for generating such complex expression in the query language accepted by such tools, and without ignoring that finding a strategy avoiding those states may be hard in term of computational complexity, our real-time controller synthesis approach seems more straightforward and much simpler but it comes with some feasibility restriction.

6 Implementation and Experiments

6.1 Implementation

For our experiments, we used the BIP framework [5] as a modeling language to define systems and their synchronizations. BIP (Behavior, Interaction, Priority), is a component-based framework with a rigorous semantics that allows to model systems as a set of atomic components coordinating their behaviors through multiparty interactions. The BIP framework provides a rich set of tools that allows to model, verify and execute systems. The BIP toolbox is structured in different categories (see Figure 6):

1. This category includes translation of various language or modeling paradigm that allows the automatic generation of BIP models as well as the front-end of the BIP compiler.
2. The middle-end of the BIP compiler consists of several modules that allows model transformation (from BIP to BIP) and performance optimization (flattening and distributed real-time filter). Particularly, the distributed real-time filter provides an intermediate model transformation (Send/Receive transformation [29]) that aims to reduce the gap between high level models and their actual implementations. Additionally, in association with the RTD-Finder tool it provides analyses allowing performance evaluation [15] as well as the actual analyses for the approach presented in Section 4. Note that the identity filter is the default filter that given a BIP model return the same BIP model.
3. The BIP back-end consists of code generator that generates the actual C++ corresponding to the actual BIP model yield by the middle-end. The engine based code generator produces simulation code that incorporates the BIP simulation engine. The Distributed code generator generates form Send/Receive models C++ code for distributed platform.
4. Verification of safety properties or properties allowing to tune a given system in order to obtain better performances are achieved using the RTD-Finder [27] and the SBIP tools [26].

The proposed method has been implemented in the distributed real-time middle-end filter of the BIP compiler. It aiming to generate information that could be used by the back-end during the code generation phase. The presented approach requires a substantial knowledge of the system model, since the satisfiability verification of \( \text{Reach}(LTS_{\phi}) \land \phi \), needs a deep analysis of the system, in order to generate the predicates used in the latter. The implementation takes as input a BIP model and a horizon file specifying at least the lower bound horizon, that is, \( h_{\text{min}} \). Since we do not have a concrete execution platform, the choice of \( h_{\text{min}} \) was done relatively to the timing constraints of the verified model, that is, we chose values of \( h_{\text{min}} \) that are always smaller than upper bounds of any timing constraints appearing in the components of a given system. This choice was motivated by the fact that deploying a system with timing constraints being of the same order of magnitude than the communication delays of the target platform is unlikely to
The BIP toolbox.

First, the front-end of the BIP compiler creates an abstract representation of the latter. Thereafter, the distributed real-time filter performs a model analysis in order to construct the predicates needed in $\phi$, while keeping interactions upper horizons as free variables. In order to ease the verification process and remove the back and forth process between the predicates generation and their verification, we fully integrated the generation of the compositional invariants used by the RTD-Finder tool in the middle-end. Finally, a Yices [17] file including system invariants and the predicates approximating action-time-locks, is generated. The Yices solver checks then the satisfiability of $\text{Reach}(\text{LTS}_0) \land \phi$. If the result is unsatisfiable, then planning does not miss the deadlines expressed by components time progress conditions. Otherwise, if the result is satisfiable, Yices generates a counter-example. Since for each interaction $h_{\min}$ is a fixed value, and due to the monotony of $\phi$ on $h_{\max}$, the generated counter-example is used to find the maximal value of $h_{\max}$ guaranteeing action-time-lock-freedom, and thus deadlock-freedom of the planning semantics. This part is however done manually, and based on binary search algorithm.
For the experiments, we chose three additional benchmarks:

**Train Gate Controller**

The train gate controller [4] is a system composed of: a controller, a gate and a train. Figure 7 gives an overview of the system and its interactions: The train informs the controller about his position (w.r.t. to the crossing) through the interactions $\alpha_1$ (approach) and $\alpha_2$ (exit). On the other hand, the controller lowers ($\alpha_3$) and raises ($\alpha_4$) the gate whenever the train enters, respectively exits. Notice that actions $\{\text{enter}\}$ of the train, and $\{\text{up, down}\}$ of the gates are considered as singleton interactions.

**Firewire**

The IEEE 1394 root contention protocol (firewire) [14] is a standard protocol for interconnecting multimedia devices. It describes a serial bus used to transport digitized video and audio signals in a network of multimedia equipments. Among the different protocols used in this system, we put our interest in the leader election protocol called *tree identify protocol*. In this model, we consider two nodes (devices) and their respective channels. In order to elect a leader, each node sends a request via its respective channel asking its neighbor to be a *parent*. Once a neighbor receives a parent request, it either sends an acknowledgment or detects a *contention* in the case where it also sent a parent request. This contention is solved by assigning waiting times before the next send requests. Figure 8 depicts the model for the node component.

**Gear Controller**

The gear controller system describes the control system responsible for the gear change inside a vehicle. The used model encompasses formal models of the gear controller and its environment. The whole system includes five components: an interface, a controller, a clutch, an engine a gear-box and two global variables. In order to change the gear, the interface sends a signal to the controller. Consequently, the controller interacts with the engine, the clutch and the gear-box to achieve the gear change. The engine is responsible of either regulating the torque or synchronizing the speed. On the other hand, the gear-box sets the gear between some fixed bounds, whereas, the clutch is used whenever the engine is not able to function properly (under difficult driving conditions, for instance). The case study was initially designed by UPPAAL [25] and has been translated to BIP.
Figure 8 Timed Automaton for a Node.

Table 1 Detailed Results of the Task Manager Experiments.

<table>
<thead>
<tr>
<th>$h_{\text{min}}$</th>
<th>$h_{\text{max}}(\alpha_1)$, $h_{\text{max}}(\alpha_2)$</th>
<th>$h_{\text{max}}(\alpha_3)$, $h_{\text{max}}(\alpha_4)$</th>
<th>$h_{\text{max}}(\alpha_5)$, $h_{\text{max}}(\alpha_6)$</th>
<th>$h_{\text{max}}(\alpha_7)$, $h_{\text{max}}(\alpha_8)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>$+\infty$</td>
<td>$+\infty$</td>
<td>9</td>
<td>$+\infty$</td>
</tr>
<tr>
<td>3</td>
<td>$+\infty$</td>
<td>$+\infty$</td>
<td>8</td>
<td>$+\infty$</td>
</tr>
<tr>
<td>2</td>
<td>$+\infty$</td>
<td>$+\infty$</td>
<td>7</td>
<td>$+\infty$</td>
</tr>
<tr>
<td>1</td>
<td>$+\infty$</td>
<td>$+\infty$</td>
<td>6</td>
<td>$+\infty$</td>
</tr>
</tbody>
</table>

6.3 Results

Table 1 depicts the values $h_{\text{max}}$ for each interaction of the running example, obtained while fixing $h_{\text{min}}$. Notice that the symmetry of the system implies the same $h_{\text{max}}$ for interactions $\alpha_i, \alpha_{i+1}, i \in \{1, 3, 5, 7\}$. By remarking that location $\ell_3^2$ (resp. $\ell_3^3$) has a time progress condition $x \leq 4$ (resp. $y \leq 4$), and by observing that the clock $x$ is reset on the transition leading to this location, we can conclude that planning the system with $h_{\text{min}} > 4$ will lead to an action-time-lock. Particularly, in Example 11, for $h_{\text{min}} = 2$ interaction $\alpha_6$ was planned with a horizon $\delta = 8$, and consequently, leads to a action-time-lock state. Our method detects such cases and thus, finds that the maximum horizon for this interaction is 7. Likewise, the $h_{\text{max}}$ for interactions $\alpha_2, \alpha_4$ and $\alpha_8$ (resp. $\alpha_1, \alpha_3$ and $\alpha_7$) is found to be unbounded ($+\infty$).

Table 2 summarizes the experiments obtained on the benchmarks stated above, where $n$ is the number of components, $n_{\text{tpc}}$ the number of time progress conditions that will be verified against action-time-lock freedom and $\max h_{\text{min}}$ the maximum value of $h_{\text{min}}$ for which the system is action-time-lock-free in the planning semantics. Additionally, the column $h_{\text{max}}$ indicates whether a restriction on the upper horizons is required to avoid deadlocks. Finally, $t_{\text{exec}}$ gives an overview of the execution time including both the invariants generation and the verification time.

As shown in table 1, the task manager model has a maximal $h_{\text{min}}$ value of 4 TU and requires a restriction on the upper horizons for interactions $\alpha_5$ and $\alpha_6$. In the same way, we found that the train gate controller, the firewire and the train gate controller models have respectively maximal $h_{\text{min}}$ value of 4 TU, 5 TU and 130 TU. However, they do not require any restriction on the upper horizons values of their interactions.
Table 2 Experiments Results.

<table>
<thead>
<tr>
<th>Model</th>
<th>n</th>
<th>nh_{tpc}</th>
<th>max h_{min}</th>
<th>h_{max}</th>
<th>t_{exec}(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task Manager</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>B</td>
<td>0.11</td>
</tr>
<tr>
<td>Train Gate Controller</td>
<td>3</td>
<td>6</td>
<td>4</td>
<td>+∞</td>
<td>0.16</td>
</tr>
<tr>
<td>Firewire</td>
<td>4</td>
<td>10</td>
<td>5</td>
<td>+∞</td>
<td>3.03</td>
</tr>
<tr>
<td>Gear Controller</td>
<td>5</td>
<td>19</td>
<td>130</td>
<td>+∞</td>
<td>4.65</td>
</tr>
</tbody>
</table>

7 Related Work

Timed automata are high-level representations which are useful for modeling, specifying and analyzing system behavior [4]. They rely on mathematical abstractions such as real-valued clocks, instantaneous executions and communications, which are no longer valid at implementation level. Following model-based design approaches, a valid question is how to derive implementations from timed automata? This problem has already been addressed for centralized execution platforms. More specifically, Abdellatif et al. [1] shows how to take into account execution times and provides sufficient conditions for an implementation to be robust with respect to execution times. [3] and [32] studied the preservation of properties when introducing various sources of delays and digital (discrete) clocks in the implementations, to represent realistic executions on the hardware platform. [21, 22] takes a different approach than [3, 32] by trying to actively counteract the effect of delays in the generated code so as to meet properties.

In the context of distributed platforms, existing implementation frameworks [18, 9, 19, 11] for real-time applications are restricted to time-deterministic systems, which is a strictly less expressive than timed automata as explained in [1]. They also consider much simpler coordination mechanisms than multiparty interactions proposed in this paper. The generation of distributed implementations from components subject to multiparty (nary) interactions has been extensively studied in the untimed context [10, 8], and more recently for timed systems under the assumption of non-decreasing deadlines in [28]. The principle is to transform multiparty interactions into coordination mechanisms using simpler primitives such as asynchronous point-to-point messages, so that they can be mapped directly on communication mechanisms offered by distributed platforms. We contribute to this research field by considering in addition delays between the decision to execute an interaction and its actual execution. They are due to the transmission delays between the component responsible for such a decision and the components involved in the interaction, and may have a huge impact in the satisfaction of timing constraints in real-time systems. Indeed, such delays may introduce behavioral flaws (e.g. deadlocks) when dealing with arbitrary timing constraints (i.e. no restriction to the non-decreasing deadlines case), as shown in [16]. Our contribution consists in (i) the introduction of a semantics based on partial states of the system components and that includes a complete formalization of the effect of the delays in this context, and (ii) practical means for enforcing system correctness in their presence. This paper is an extension of the work presented in [16]. The semantics proposed in [16] allows to choose arbitrary (i.e. non-negative) delays between decisions and executions, which is not realistic. We improve [16] by restricting such delays with respect to lower bounds representing worst-case estimates of communication delays. We also updated accordingly the underlying semantics by restricting the progress of time as well as the sufficient conditions for system correctness presented in [16]. As explained in [16], they can be used in some cases to derive simple execution strategies achieving correctness. When our method is not applicable (i.e. the sufficient conditions cannot be met), an alternative method could be to use existing frameworks for control synthesis in timed automata. However, as we explained in this paper the problem addressed here cannot be fully expressed in these frameworks [6, 2], and had to be simplified by a discretization step. Moreover, when applicable our method remains faster than this alternative.
Conclusion and Future Work

We presented a local planning semantics for scheduling real-time systems in a distributed context. The proposed approach intends to mitigate the effect of communication delays through planning interactions ahead. A sufficient deadlock-freedom condition has been proved, a compositional verification method for checking action-time-lock-freedom was provided, and a simple execution approach could be to define a method for deriving invariants w.r.t the local planning semantics.

This approach opens a number of directions for future work. In case of action-time-locks of the planning semantics, a first idea consists to study their origins and derive a refinement method for models in order to take into account the communication delays. Another interesting direction is the characterization of the reachable states of the planning semantics. Instead of using an over-approximation of systems reachable states under the standard semantics, a more accurate approach could be to define a method for deriving invariants w.r.t the local planning semantics.

Finally, an interesting idea is to investigate how scheduler(s) can benefit from the information provided by the presented method in order to optimize their scheduling policy.
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Abstract

The precision of a worst case execution time (WCET) evaluation tool on a given program is highly dependent on how the tool is able to detect and discard semantically infeasible executions of the program. In this paper, we propose to use the classical abstract interpretation-based method of linear relation analysis to discover and exploit relations between execution paths. For this purpose, we add auxiliary variables (counters) to the program to trace its execution paths. The results are easily incorporated in the classical workflow of a WCET evaluator, when the evaluator is based on the popular implicit path enumeration technique. We use existing tools – a WCET evaluator and a linear relation analyzer – to build and experiment a prototype implementation of this idea.

* This work is supported by the French research foundation (ANR) as part of the W-SEPT project (ANR-12-INSE-0001)
1 Introduction

The computation of a precise and safe approximation of the worst case execution time (WCET) of programs on a given architecture is an important step in the design of hard real-time systems [41]. It is part of the validation of the design, and a prerequisite for tasks scheduling. In this computation, over-approximation is mainly due to pessimistic abstraction of (1) complex hardware mechanisms (caches, pipeline) and (2) the program semantics (loop bounds, infeasible executions). Taking into account the target execution platform is, by far, the most difficult problem. It has been largely studied in the literature and remarkable tools exist, both in the academia [5, 27, 29] and in the industry [40].

In this paper, we specifically address the problem of taking into account the program semantics. The objective is to extract semantic properties that make some executions infeasible, and to exploit these properties in an existing WCET evaluator. It is generally admitted that such properties are easier to analyze on high-level code – e.g., C programs – than on binary, even if semantic analysis of executable code has been explored [3, 4, 36]. WCET evaluation is performed on object code in order to be able to take into account the execution architecture. This raises the problem of traceability between the source and the object code.

The most popular approach to evaluate the WCET is called *implicit path enumeration technique* (IPET) [28]. A micro-architectural analysis provides an evaluation of the duration of each basic block of the object-code control-flow graph. The WCET is then expressed as the solution of an integer linear programming problem (ILP) where the variables are the number of times each basic block is traversed during an execution. Relations between these variables come from the control-flow graph (flow equations) and from semantic “flow facts”, including at least loop bounds. Indeed, each loop in the program should have a constant bound to guarantee that the execution time is finite; such bounds may be provided by the user, or discovered by program analysis.

Hence, the IPET-based evaluation takes into account semantic properties expressed as linear constraints on counters. A natural idea is then to combine it with a semantic analysis devoted to the discovery of invariant linear relations. Polyhedra-based abstract interpretation [2, 8, 17, 20], also called *linear relation analysis* (LRA), is such an analysis. It is able to associate with each control point of a sequential program a system of linear inequalities (whose set of solutions is a convex polyhedron) satisfied by the numerical variables at this control point in any execution of the program.

Our proposal consists in applying LRA to a copy of the source program enriched with counter variables, and translate the obtained relations between counters into constraints to be added to the ILP. Let us illustrate this proposal with a simple example.
1.1 An example

Consider the program fragment of Figure 1.a with its control-flow graph (Fig. 1.b). Let us add counters $\alpha$, $\beta$, $\gamma$ to the main basic blocks as done in the instrumented program Figure 1.c. These counters are initialized to 0 and incremented in their corresponding block. An LRA analysis of this instrumented program automatically discovers that the following relations are satisfied at the end of the program:

$$\alpha = i = 100, \gamma = x, \beta + \gamma \leq 110, \gamma \geq 0, \beta \geq 0$$

The inequality $\alpha = 100$ gives the exact bound of the loop. More interestingly, $\beta + \gamma \leq 110$ means that there are at most 10 iterations of the loop where both blocks $b_3$ and $b_5$ are executed.

Assume the object code has the same control structure as the C program, i.e., the basic blocks of their control flow graphs are in an one-to-one correspondence. The standard WCET evaluation computes pessimistic execution times (say $t_i, i = 0..6$) of the basic blocks $(b_i, i = 0..6)$, and constructs the following ILP, where $n_i$ (resp., $e_{i,j}$) denotes the number of occurrences of the basic block $b_i$ (resp., the edge from $b_i$ to $b_j$) in an execution of the program:

$$wcet = \max \sum_{i=0}^{6} n_i \cdot t_i, \quad \text{with the constraints}$$

$$\begin{align*}
n_0 &= 1, & e_{0,1} &= n_0 \\
n_1 &= e_{0,1} + e_{6,1}, & e_{1,2} + 1 &= n_1 \\
n_2 &= e_{1,2}, & e_{2,3} + e_{2,4} &= n_2 \\
n_3 &= e_{2,3}, & e_{3,4} &= n_3 \\
n_4 &= e_{2,4} + e_{3,4}, & e_{4,5} + e_{4,6} &= n_4 \\
n_5 &= e_{4,5}, & e_{5,6} &= n_5 \\
n_6 &= e_{4,6} + e_{5,6}, & e_{6,1} &= n_6
\end{align*}$$

If we are able to maintain the correspondence between basic blocks in the source and the object code, i.e., to associate our counters $\alpha, \beta, \gamma$ with the variables of the ILP ($n_2, n_3, n_5$ respectively), we can add to the ILP the corresponding constraints: $n_2 = 100, n_3 + n_5 \leq 110$, which is likely to reduce the maximum value of the objective function.$^1$

---

$^1$ In fact, for this simple example, the results can be computed symbolically: concerning the standard evaluation, if the number of iterations in the loop ($= 100$) is given as a flow fact, the result will be $t_0 + 101t_1 + 100(t_2 + t_3 + t_4 + t_5 + t_6)$. Taking the additional constraint into account, we get $t_0 + 101t_1 + 100(t_2 + t_4 + t_6) + 100 \max(t_3, t_5) + 10 \min(t_3, t_5)$ thus improving the previous result by $90 \min(t_3, t_5)$.
1.2 Contents of the paper

In Section 2, we focus on some available tools, and experiment their semantics awareness on some simple examples. Two recent papers were dedicated to the state of the art related to semantic analyses for WCET estimation and infeasible path detection [1, 10]. Section 2.3 presents some more recent publications.

Our proposal consists in combining existing techniques, namely IPET-based WCET analysis and Linear Relation Analysis, recalled in Section 3, together with the specific tools that we used in our implementation. In Section 4, we explain how the counters are added and related to ILP counters thanks to debugging information provided by the compiler. Our implementation of the method is used to validate the approach on two existing benchmarks. We also investigated the robustness of the approach in presence of compiler optimizations. These experiments are summarized in Section 5. We conclude with the discussion of possible future work.

2 Existing tools

We have experimented with some existing tools, to evaluate their ability to discover and exploit semantic properties. Four tools have been considered, all of which go through similar steps:
1. extracting a control-flow graph from the object code,
2. performing a set of micro-architectural analyses to obtain execution times for each basic blocks,
3. using IPET to compute a safe WCET.

We compare these tools with respect to their capabilities to extract semantic properties to cut infeasible paths.

2.1 The tools

2.1.1 The Chronos Timing Analyzer

Chronos [27] is an academic tool developed at National University of Singapore. It takes as input a C program, performs limited data-flow analysis at C source code level to determine loop bounds, and requests the user to provide this information when it fails. The semantic analysis in Chronos uses a pattern-based method to detect infeasible paths [39]. The so-called two-phase technique addresses infeasibility from a conflicting pairs point of view. In the first phase, an analysis detects some conflicts that capture the fact that two branches can not be taken along the same path. In the second phase, each conflicting pair relation is encoded into an ILP constraint.

2.1.2 The Swedish Timing Analyzer

SWEET² [29] is a research toolbox developed at Mälardalen Real-Time Research Center (MRTC). The main objective of SWEET is flow analysis, which computes flow-facts, i.e., information about loop bounds and infeasible paths in the program. The main technique to discover flow-facts is abstract execution [16]. Abstract execution is a form of context-sensitive abstract interpretation, because it uses a symbolic execution to produce context information for each loop iteration and function call. Instead of using the fixpoint engine of abstract interpretation, abstract execution executes the program in the abstract domain, merging the execution paths at certain points in the program. SWEET does not support LRA. It currently implements only the abstract domain of intervals.

² www.mrtc.mdh.se/projects/wcet
2.1.3 AbsInt - The aiT Tool

Developed by AbsInt³, aiT is the main industrial product for WCET analysis. It consists of a set of binary executables analyzers, which take the intrinsic cache and pipeline behavior into account. Concerning semantic analysis, aiT uses a value analysis based on intervals [13] to compute safe ranges of values for the program variables. aiT uses this information to determine loop bounds and detect infeasible paths. The approach towards computing loop bounds is not general, but it handles loop patterns. In order to gain precision, aiT pre-processes each loop by transforming its body into a function, in order to expose the iteration contexts. The key element in this transformation is to identify the loop index and to set it as a function parameter. Then, an interval analysis computes the ranges for all the loop variables. The loop transformation is based on loop patterns, which depend on the particularities of the architecture (e.g., parameter order) or on the loop structure (e.g., for-loops, triangular-loops, branch conditions). aiT is able to detect infeasible paths using the results of the value analysis, like conditions made infeasible because of the computed intervals.

2.1.4 oRange, the flow fact analyzer of OTAWA

OTAWA [5] is an academic toolbox, developed at IRIT (University of Toulouse), designed as a generic framework to develop static analyses for WCET computation. Although OTAWA implements several approaches to WCET computation, the one based on IPET is the most mature. OTAWA relies on an auxiliary tool, called oRange [9], to compute loop bounds. oRange analyses C code. As a first phase, oRange detects loop indices and constructs a normal form: a symbolic expression of the bound independently of the call context. In a second phase, by an abstract execution, a syntactic tree is built in function of a full or partial call context. It combines loop bounds and conditional expressions as numeric or symbolic expressions. Finally, the tree is computed in the full context in order to produce a file in the specific flow-facts format FFX [42].

2.2 Some experiments

In order to evaluate the capabilities of these tools to detect infeasible paths, we have applied each of them to programs containing various situations of semantic infeasibility. These situations are given in Figure 2:

- Example 1 is a case where simple pattern-based method may fail, since constant propagation is needed.
- Example 2 may be a problem for pattern-based methods for finding iteration numbers, since the apparent index x is modified.
- Example 3 is our introductory example of §1.1.
- Example 4 is a fragment of code generated by the SCADE⁴ compiler, from a design manipulating arrays. On one hand, the loops are exited from inside, which complicates the evaluation of iteration numbers. On the other hand, the third loop is unreachable because of some non-trivial arithmetic conditions.

Table 1 summarizes the results of the tools on these examples. On Example 1, Chronos is unable to detect dead code⁵. Example 2 is correctly analyzed only by SWEET, because it unrolls

---

³ AbsInt GmbH www.absint.com/ait/
⁴ www.esterel-technologies.com/products/scade-suite
⁵ We used the available version of Chronos. Some additional work has been done that complement the infeasible path analysis [6, 37], which is not part of the available version.
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\[
y = 2 \quad x = y \\
\text{if} \ (x > 3) \{ \quad // \text{unreachable standard line code} \}
\]

Example 1

\[
x = 0 \\
\text{while} \ (x < 10) \{ \\
\ldots \\
\text{if} \ (C1) \{ \ldots \\
\ldots \}
\]

x++ ;

// iteration nbr. may be ≠ 10

Example 2

\[\text{see also } \S 1.1\]

Example 3

\[
\text{max}_i = 3 \\
\text{s}_1 = 0; \\
\text{for} \ (i = 0 \text{ to } 9 \text{ inclusive}) \{ \\
\text{s}_1 = \text{s}_1 + t[i]; \\
\ldots \\
\text{if} \ ((i < \text{max}_i)) \text{ break; } \\
\quad // \text{intended for 4 iterations} \\
\}
\]

Example 4

\[
\text{int} \ s_2 = s_1; \\
\text{if} \ (x < 6) \text{ for} \ (i = 0 \text{ to } 9 \text{ inclusive}) \\
\quad \text{s}_2 = \text{s}_2 + 2; \\
\quad \text{if} \ ((i < 5)) \text{ break; } \\
\quad // \text{intended for 6 iterations} \\
\]

In this paper, we propose a method and a tool-chain that is able to discover the infeasible paths of these 4 examples, namely, infeasible paths that depend on a semantic analysis and that may concern distant program points.

\subsection{Other approaches}

An extended state of the art related to semantic analyses for WCET estimation can be found in [1] and a general survey of infeasible path detection in [10]. We complement them with some more recent publications.

Several recent works make use of SMT solvers [23, 37]. The idea is to ask the solver if the worst-case path obtained by the ILP solver is feasible. Whenever the path is infeasible, a corresponding constraint is added to the ILP. As in our approach, adding constraints does not always mean that the WCET is refined (2 paths may have the same WCET). In [18], the whole

\begin{table}[ht]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
& Chronos & SWEET & oRange & aiT \\
\hline
Example 1 & - & ✓ & ✓ & ✓ \\
Example 2 & - & ✓ & - & - \\
Example 3 & - & - & - & - \\
Example 4 & - & - & - & ✓ \\
\hline
\end{tabular}
\caption{Results of tools on programs of Figure 2.}
\end{table}
path analysis is done through SMT solving instead of ILP: infeasible path analysis and worst-case path analysis are merged in one step. Path execution time is expressed as an SMT problem, and the question asked is no longer “is this path feasible?”, but “is there a feasible path longer than $K$?”, where $K$ is a given constant (which is adjusted, e.g., by binary search). In [32, 35], a similar approach is taken, by asking this question to a bounded model checker.

3 Used techniques and tools

This section presents the existing techniques and tools used in our prototype: OTAWA implements the classical IPET-based WCET evaluation, and PAGAI performs Linear Relation Analysis.

3.1 WCET evaluation with OTAWA

The WCET estimation work-flow (Figure 3) involves a compiler, a Linear Program solver, and two tools from the OTAWA toolbox: oRange and owcet.

- Compilation: the source C code is compiled by a third party tool; for this experiment, we use a cross compiler from the GNU Compiler Collection (arm-elf-gcc 4.4.2), but other compilers can be used, provided that it produces ELF code (Executable and Linkable Format), with debugging information in DWARF format.

- oRange is a data flow analyzing tool, dedicated to the discovery of loop bounds. Bounds are stored in the OTAWA flow facts format (FFX).

- owcet is the OTAWA command dedicated to the WCET evaluation. The main steps of this tool, not detailed in Figure 3, are:
  - the construction of the control-flow graph (CFG) of the object code; during the construction, and thanks to debugging information, basic blocks (BB) are associated (if possible) to lines in the source program; thanks to this correspondence, the loop bounds computed by oRange are translated into control flow constraints in the CFG. The annotated CFG can be dumped in a file, allowing other tools to exploit it.
  - the micro-architectural analysis, which associates a local WCET estimation with each BB of the CFG.
  - the construction of the Integer Linear Programming (ILP) system; as in the introduction example (§1.1) the resulting system gathers (1) structural constraints (CFG structure), (2) loop bounds constraints (from oRange flow facts) (3) the objective function to be maximized (sum of BB counters weighted by their local WCET).

- ILP solver: the ILP system is then solved by a third-party tool; OTAWA integrates and uses LP_SOLVE\(^6\) (any other equivalent tool can be used).

3.2 Linear Relation Analysis with PAGAI

3.2.1 Principles of LRA

Linear Relation Analysis [8] is a classical program analysis, based on abstract interpretation [7]. It is able to discover, at each control point of a sequential program, a conjunction of linear relations (equalities and inequalities) invariantly satisfied by the numerical variables at this point. Classical algorithms are used to propagate linear systems over the statements of the program. Several causes may result in information loss:

\(^6\) web.mit.edu/lpsolve/doc
the analysis safely ignores non-linear expressions in assignments and tests;
the analysis performs a convex hull at control path junctions, instead of propagating the disjunction of incoming information. It means that the propagated value is the most precise conjunction of linear relations implied by both incoming systems;
to avoid infinite propagation along loops, the classical widening-narrowing method is applied to guess a safe approximation of the limit. Note that, unlike in symbolic execution [23] or SMT methods [18], loops are not unrolled.

3.2.2 Applying LRA to our example

We do not detail further the techniques applied in LRA, and refer the reader to the bibliography. We just show the main steps of the analysis of our example of Figure 1. Let us consider the control point at the entry of the while loop. The first step of the analysis straightforwardly computes the first iterate:

\[ x = i = \alpha = \beta = \gamma = 0 \]

Its propagation through the loop body provides, with a convex hull at the end of the conditional:

\[ i = \alpha = \beta = 1, \ x = \gamma, \ 0 \leq \gamma \leq 1 \]

Now a convex hull with the first iterate gives the second iterate at the entry of the loop:

\[ i = \alpha = \beta, \ 0 \leq \alpha \leq 1, \ x = \gamma, \ 0 \leq \gamma \leq \alpha \]

Instead of continuing the iterations, a first widening/narrowing step is performed (using “lookahead widening” [14]), which provides:

\[ i = \alpha = \beta, \ x = \gamma, \ 0 \leq \gamma \leq \alpha \leq 100, \ \gamma \leq 10 \]

Now, the “else” branch of the test \( x<10 \) becomes feasible, and a second widening/narrowing step is performed, providing:

\[ i = \alpha, \ x = \gamma, \ \beta + \gamma \leq \alpha + 10, \ \beta \leq \alpha, \ \gamma \leq \alpha \leq 100 \]
which is found invariant after one more propagation. Propagated to the end of the program, it becomes:

\[ i = \alpha = 100, \ x = \gamma \leq 100, \ \beta + \gamma \leq 110 \]

### 3.2.3 LRA and loop bounds

It may happen, like in the previous example, that LRA discovers a bound to a loop counter, thus providing an essential information for WCET evaluation. However, finding loop bounds is not our main goal in this work, as the method is intrinsically unable to discover non linear relations, which drastically limits its capability to find loop bounds. As a matter of fact, in presence of nested loops, the number of executions of the body of the innermost loop is not linear in the constants of the program. For instance, in the program fragment “for\(i=0;i<n;i++\)\{for\(j=i;j<n;j++\)\{\ldots\}” the number of executions of the body of the innermost loop is \(n(n+1)/2\), which cannot be found by LRA.

The LRA method must then be used together with some other method able to bound nested loops. We can use existing tools such as oRange that comes with OTAWA, or more basically user-given bounds, given as pragmas in the code.

There exist also approaches based on polyhedra manipulation to find loop bounds, such as the one proposed in [38, 30]: it consists in building a polyhedral upper approximation \(P\) of the iteration domain, i.e., the set of possible valuations of loop counters (in the previous example, \(P = \{(i, j) \mid 0 \leq i \leq j \leq n - 1\}\)). Under realistic assumptions concerning the determinism of the program, the number of executions of the innermost loop is bounded by the number of integer points in \(P\), and algorithms are available to compute this number. Notice that LRA can be combined with this approach, since it can discover linear invariants reducing the iteration domain, thus improving the precision of the result. Notice also that LRA can deal with parameters (symbolic bounds, like \(n\) in our example), an issue specifically addressed by [38].

### 3.2.4 The PAGAI prototype analyzer

Several tools performing LRA are available ([2, 12, 19, 20] to cite a few). Here, we use the PAGAI prototype analyzer, which implements the basic LRA together with recent improvements like “lookahead widening” [14] and SMT-based “path focusing” [19]. PAGAI analyses LLVM code [24] produced from a C program (thanks to Clang\(^7\)), and is able to return discovered properties at the C level. PAGAI may be used with other abstract domains than general linear systems — like octagons [33] — thanks to the common interface APRON [21].

### 4 Adding and tracing counters

#### 4.1 The proposed workflow

Figure 4 shows the proposed workflow for the experiment. It involves two existing components: timing analysis with OTAWA (left) and program analysis with PAGAI (right). Two new tools have been developed to complete the workflow: a front-end (top, Instrumentation), which produces the input for the analyzers (OTAWA and PAGAI), and a back-end (ILP translation & merge), which gathers the results into a more constrained ILP system, and obtains a possibly enhanced WCET estimation.

\(^7\) [http://clang.llvm.org/](http://clang.llvm.org/)
These tools are detailed in this section. We illustrate the successive steps of the method by detailing the processing of an example program, called \texttt{lcdnum.c}, extracted from TacleBench programs suite [15]. The main program is given in Figure 5. It calls a function \texttt{num_to_lcd}, the execution time of which is taken into account by OTAWA.

### 4.2 Instrumented program version

The goal of the front-end (“instrumentation”, Figure 4, top) is to produce, from the original C code, a reference C program. Some semantics preserving transformations of the source code are necessary or advisable, in order to use properly the analyzers, and trace the information between them.

- Some transformations are purely lexical, and do not change the program structure: because the standard ELF/DWARF traceability mechanism is line-based, line breaks are introduced to isolate each atomic statements on its own line.

- Some transformations that modify the control structure are necessary because of the limitation of the analyzers. For instance, a single-return statement per function is mandatory for exploiting the results of PAGAI: this unique control point is the place where counter invariants actually express properties on the whole execution of the function. Other transformations are required because of the limitation of both OTAWA and PAGAI: the control structure (CFG) must be statically known, which forbids dynamic computation of program pointers. In particular, “switch/case” statements must be rewritten into a static control structure based on “if” and “goto” statements.

- Another transformation is desirable in our case: the current version of PAGAI does not handle inter-procedural analysis. In order to exploit the plain capacity of this tool to find invariants, a light-weight solution is to inline function calls at the source level. This transformation is...
indeed hardly admissible in real-life, but it must be seen here as a “trick” to reach our goal
(study the ability of LRA to detect infeasible executions).

The front-end produces the reference C code in two flavors.

- The reference C code with counters (Figure 4, right) is instrumented with auxiliary counters,
in the same manner as in the introductory example (§ 1.1). The present version introduces a
counter for each sequential block in the program control flow. However, some strategy could
be used to reduce the number of counters by targeting blocks that are more likely to have an
influence [43].

- The reference C code without counters (Figure 4, left) is the same code, where all lines
related the counters (declaration, initialization and incrementation) have been commented
out. This method ensures a semantic equivalence between the programs analyzed by OTAWA
and PAGAI: since they only differ on the side-effect-free local variables, these programs are
naturally input/output equivalent. Moreover, at least at the source level, the two programs
are also structurally equivalent: a block in the reference C code is executed if and only if the
corresponding block (marked with a counter \( c \)) is executed in the reference C program with
counters. This property becomes false in general at the binary level, since the C compiler may
modify the control structure: this well-know problem of traceability is discussed later.

An auxiliary file is generated, that contains the mapping between each counter and its

▶ Example 1. Applied to our example program (Figure 5), our instrumentation front-end calls
the C preprocessor, eliminates the multiple returns and switches (only within \( \text{num}_\text{to}_\text{lcd} \), not
shown), and produces the reference C programs. The first one (without counters) is shown on
Figure 6; the second (not shown) is exactly the same with uncommented lines involving counters.
An auxiliary file (not shown) simply lists the pairs “counter/line” (e.g., \((cptr\_main\_1, 144),
(cptr\_main\_2, 147))

The first version is provided to OTAWA. Loop bounds computation by oRange is optional,
which allows us to check if PAGAI is able to find them on its own. OTAWA calls the gcc
compiler (here with -O0 optimization level), builds the CFG of the object code, performs the
micro-architectural analysis, and builds the ILP problem.

PAGAI is applied to the second version of the program, and returns the following invariants:

\[
-10 + cptr\_main\_2 = 0 \\
-10 + cptr\_main\_4 = 0 \\
5 - cptr\_main\_3 >= 0
\]

The first equation finds the exact loop bound (which may also be found by oRange). The
second equation is structural (from the shape of the source CFG, \( cptr\_main\_2 \) and \( cptr\_main\_4 
are equal). The third property is new, and expresses, in particular, that the function \( \text{num}_\text{to}_\text{lcd} \)
called at most 5 times.

4.3 Tracing back the counters

The back-end (“ILP constraints translation & merge”, Figure 4, bottom) gathers the information
coming form OTAWA and PAGAI:

- Thanks to the counter/C-line mapping provided by the front-end, and the C-line/binary-
BB mapping provided by OTAWA (through the ELF/DWARF information), a counter/BB
mapping is built. Note that this mapping is partial, and deliberately pessimistic: depending
on the compilation process, it may happen that a counter is associated either to zero or to
Figure 5: The initial lcdnum.c program.

Figure 6: The reference lcdnum.c program.

Table 2: Mapping between counters and blocks.

<table>
<thead>
<tr>
<th>line number(s)</th>
<th>block(s)</th>
<th>reliable</th>
<th>counter</th>
</tr>
</thead>
<tbody>
<tr>
<td>136,144</td>
<td>1</td>
<td>yes</td>
<td>cptr_main_1</td>
</tr>
<tr>
<td>145</td>
<td>1:2</td>
<td>no</td>
<td></td>
</tr>
<tr>
<td>147:148</td>
<td>4</td>
<td>yes</td>
<td>cptr_main_2</td>
</tr>
<tr>
<td>150:151:152</td>
<td>5</td>
<td>yes</td>
<td>cptr_main_3</td>
</tr>
<tr>
<td>155</td>
<td>6</td>
<td>yes</td>
<td>cptr_main_4</td>
</tr>
<tr>
<td>158:159:160</td>
<td>3</td>
<td>yes</td>
<td>cptr_main_5</td>
</tr>
</tbody>
</table>
several binary basic blocks. In this case, the counter is simply ignored: only counters that are associated to one single BB are retained.

Example 1 (cont.). Table 2 shows the mapping between counters and blocks that is built by our back-end.

The linear constraints on the retained counters are then translated literally into linear constraints on BB, and added to the basic ILP system provided by OTAWA.

Example 1 (cont.). The translation of the constraints discovered by PAGAI is the following:

\[ \begin{align*}
  x_4_{\text{main}} &= 10; \\
  x_6_{\text{main}} &= 10; \\
  x_5_{\text{main}} &\leq 5;
\end{align*} \]

At last, both systems are solved and the corresponding estimations can be compared.

Example 1 (cont.). After a second call to LP_SOLVE, the final result is printed:

Estimation WITHOUT PAGAI: 1540
Estimation WITH PAGAI: 945

4.4 Traceability and optimization

In our framework, traceability is the ability to relate execution paths in the binary code (bin. CFG) to execution paths in the source code (source CFG).

Some optimizations performed by the compiler may strongly modify the control structure and thus alter traceability: loop unrolling, block replication, out-of-order execution. This is why most of the related works assume no compiler optimization to guarantee a perfect matching between the two CFGs.

However forbidding optimization is not satisfactory in real-time domains, where execution times have to be predictable, but also short. For a standard compiler like gcc, the observed speed-up between no optimization (-O0 option) and a standard level of optimization (-O1) is around two.

The most satisfactory solution would be a compiler that provides a precise traceability even in case of CFG optimization. Some work has been done to design and/or adapt the compilation process for this purpose, for instance [26, 31, 22].

Unfortunately, off-the-shelf standard compilers such as gcc hardly provide a precise and reliable information in case of CFG optimization. The idea is then to use the compiler options in order to forbid (as far as possible) CFG transformations, but still allow other optimizations, in particular those that concern data management.

The gcc compiler proposes numerous options to control optimizations, but there hardly exists a comprehensive and exhaustive description of their effects and inter-dependencies. For this experiment, we have empirically defined a customized level (called CO in the sequel). We started from the standard -O1 level, and removed about 20 individual optimizations using the -fno directive (see appendix B). We cannot guarantee that this customized level will preserve the CFG for all programs, but the method is safe: as explained in Section 4.3, a counter (and then a source code line) that is not associated to exactly one basic block of the binary code is simply ignored. As a consequence, the only risk is to lose information that would have made the WCET estimation tighter. Note that this statement suppose that the gcc debugging information is reliable, which is indeed unprovable, but empirically reasonable.
Example 2. When applying the \texttt{CO} method to our running example, we get 100\% traceability. As a consequence, the interesting counter property \((\text{5-cptr\_main\_3} \geq 0)\) can still be translated into a BB constraint \((x11\_main \leq 5;)\) leading to the final result:

\begin{itemize}
  \item \textbf{Estimation WITHOUT PAGAI: 641}
  \item \textbf{Estimation WITH PAGAI: 421}
\end{itemize}

On this example, we observe that code optimization leads to an initial WCET estimation 2.4x smaller (641 vs 1540). The traceability is preserved and the improvement due to the counter analysis is of the same order (34.3\% vs 38.6\%).

5 Experiments

5.1 Benchmarks

We tested our approach on programs from the TacleBench [11], a set of C programs widely used in the WCET community. \(^8\) A first check has been made to retain only purely sequential programs that compile “out of the box”: 53 applications of the 58 in the TacleBench\(^9\).

For each program, we try to estimate the WCET of all functions appearing in the code, including the top-level one (main). For each function, inner function calls are recursively inlined at the C level (see Section 4.2). Recursive functions are rejected during this step, and not considered for WCET analysis.

Our goal is to study the influence of our counter-based method (Fig. 4) on a classical estimation (Fig. 3). A prerequisite is therefore that a reference estimation exists; hence the programs for which the basic WCET estimation fails are not selected. The OTAWA estimation may fail because of unsupported programming features (pointer arithmetics), or because the analysis does not terminates before a chosen timeout (2 hours).

After this initial selection, 589 functions (out of 639) from the 53 programs of the TacleBench suite are retained.

5.2 Experimental setup

The proposed framework as presented on Fig. 4 has numerous parameters (C code instrumentation, linear analysis tuning, compiler optimization etc.) leading to a combinatorial numbers of possibilities. For this systematic experiment, we focus only on two kinds of parameters: those that influence the precision of linear analysis, and those that influence the traceability. The other parameters are fixed once and for all as follows:

- **OTAWA hardware model**: our goal is not to bench or “stress” OTAWA in terms of hardware.
- **Misc. CFG transformations**: some CFG transformations are necessary, due to limitations of OTAWA (switch statements not supported) and \texttt{/or PAGAI} (multiple return statements). This transformations are performed using the CIL library [34].
- **Inlining**: because the current version of PAGAI has limited support for inter-procedural analysis, function calls are systematically inlined. This transformation is also implemented using the CIL library. This method improves the precision of the analysis, but makes the analysis much more costly in time and memory.

---

\(^8\) The material necessary for reproducing the experiment is freely available at \url{https://gricad-gitlab.univ-grenoble-alpes.fr/verimag/reproducible-research/LRA4w}.

\(^9\) The 5 missing applications are OS and/or architecture dependent.
Loop bounds: as explained in 3.2.3, our method is intrinsically unable to bound nested loops, so a complementary method is necessary to find loop bounds. For this purpose, we can use oRange, but it appears that the CFG transformations performed using CIL strongly alters its performance\(^\text{10}\). In order to maximize the size of the benchmark we thus systematically exploit, when available, the user pragmas given in source code. Nevertheless, we made a complementary experiment, without using pragmas nor oRange, in order to identify the cases where LRA is sufficient to bound the execution time.

5.3 Lessons learnt

This section presents the lessons learnt form the experiment, by focusing on several points: the ability of the linear analysis to discover “flow facts”, and hopefully to enhance the WCET estimation; the influence of the abstract domain on the analysis; the ability of linear analysis to discover loop bounds, and finally the influence of compiler optimizations on traceablity.

5.3.1 Linear analysis and flow facts discovery

When traceability allows it, the constraints discovered by linear analysis are directly translated into flow facts giving information on the (im)possible execution paths. These flow facts may be useless if they are redundant with the structural constraints, otherwise they are new facts, giving non trivial information on the execution paths. However, even new facts can be useless if they do not concern the worst case execution path. A utility has been developed to check whether the facts discovered by LRA analysis are new or not. Each fact is checked by adding its negation to the set of structural constraints: the fact is redundant if and only if the system becomes infeasible.

Figure 7 gives statistic on the behavior of the LRA method, for the two relational domains (octagon and polyhedra). Let us focus on the polyhedra case first (a). The PAGAI tool terminates for 509 cases out of 589 (86.4%); for the missing cases (13.6%), it runs out of resources in memory or time. Flow facts are found in 347 cases, and at least one fact is new for 268 ones; finally, new facts lead to a WCET improvement for 76 cases. Statistics are similar for the octagon domain, except that it terminates more often: this explains why the WCET is enhanced more often with octagons, even if this domain is less precise.

\(^\text{10}\)The CIL tool normalizes the code by using only unbounded \textit{while} and \textit{break} statements, that are badly handled by oRange. However oRange performs well for the original programs, made of human-written \textit{for} loops.
A possible conclusion is that LRA, when it works, is actually good at finding non redundant semantic facts (more than half of the time, when it terminates), but that those facts do not necessarily lead to a WCET improvement (about 15% of the termination cases).

5.3.2 Abstract domains

The main goal of the experiment is to observe the influence of the linear analysis on the WCET estimation. The linear analysis performed by PAGAI is parameterized by the choice of an abstract domain to represent the possible values of the counters. Two domains proposed by PAGAI are relational, and thus are likely to express relations between our counters and the original variables in the programs:

- The polyhedra domain is the most precise since it can handle any linear relation, and its algorithmic cost is exponential in the worst case.
- The octagon domain handles intervals and bounded pairwise sums or differences. It is less precise, but has a polynomial cost in the worst case: $O(n^3)$ in time, and $O(n^2)$ in space.
To be exhaustive, we also consider the domain box, which handles only intervals. Since this domain is non-relational, it is intrinsically unable to relate our additional counters to the program variables. The flow facts that can be discovered with the box domain are thus limited (basically, counters stuck down to zero, which correspond to dead code).

The WCET estimation is improved by at least one domain for 90 functions. The gain ranges from negligible (0.1%) to interesting (around 10%) or even huge (more than 50%). We limit here the comments to the cases where the enhancement is greater than 0.8%. The detailed results for these 60 cases are given in appendix (table 6, page 24), and a selection of typical cases is given in table 3.

The experiment gives some interesting information:
- The interest of the box domain is very limited: it is an indirect way of performing constant propagation and dead code “pruning”. Most of the time it gives no improvement (42 out of 60, e.g., md.13, gs.9). However, since it is the cheapest domain, it may give results when other domains fail (6 times, e.g., mp.9).
- When both octagons and polyhedra terminate, they often give the same result (34 out of 60 cases, e.g., cr.2, md.13). However there are some cases (12 out of 60, e.g., gs.9), where the expressiveness of polyhedra is actually useful (constraint involving 3 or more variables, and pairwise relations with non unit coefficients).
- In compliance with the theoretical complexity, octagons may terminate while polyhedra fails (7 cases, e.g., md.14). Nevertheless, there is also one case where octagons fail while polyhedra works (md.5). This is due to the fact that the cost of octagons is almost always cubic in the number of variables, while the exponential cost of polyhedra is rarely reached in practice.

5.3.3 Loop bounds

LRA is intrinsically limited to the discovery of single loop bounds (cf. 3.2.3). We made a complementary experiment to check if and when LRA actually finds such loops. For this experiment, we only consider the short-list of programs from Table 6 where PAGAI terminates when using a relational domain (octagon or polyhedra); as a matter of fact, using the box domain is irrelevant since it can’t find any loop bound other than 0.

For these 54 programs, we have:
- computed the loop level, which is maximal depth of nested loops appearing in the program (0: no loop at all, 1: only single loops, 2 or more: nested loops);
- launched our tool without using oRange nor user-pragmas. The LRA analysis is performed twice: with the octagon and the polyhedra domain, and we keep only the best result.

Table 7 (page 25) lists the results; the column “pagai” simply indicates if the analysis give a bounded WCET, since the WCET value is, in this case, the same as the one in Table 6.

There are 10 test cases that are loop-free, and thus with no bounds to found. There are 25 programs with only single loops (level=1); these are the cases where PAGAI is supposed to find bounds, and it actually does it for most of the cases (19 out of 25). In fact, PAGAI finds the bounds for all loops that are semantically guarded by a counter condition, that is, for loops or equivalent. The cases where PAGAI does not find bounds are those where the loop is guarded by a points-to condition (e.g., while (*p++)).

We expected PAGAI not to bound any program with a loop level greater than 1, which is the case except for one program (ex.2). In fact this example is a “false counter-example”: the loop depth is syntactically 2, but the inner-loop appears in a branch which is never executed. The loop depth is then semantically 1.
Table 4 Impact of compiler optimizations on WCET and LRA

<table>
<thead>
<tr>
<th>Ref</th>
<th>Initial WCET</th>
<th>Best WCET</th>
<th>Best WCET Imp</th>
<th>Opt. speedup</th>
<th>Initial WCET</th>
<th>Best WCET</th>
<th>Best WCET Imp</th>
<th>Traceability</th>
</tr>
</thead>
<tbody>
<tr>
<td>md.13</td>
<td>2648</td>
<td>728</td>
<td>72.5</td>
<td>3.3x</td>
<td>791</td>
<td>215</td>
<td>72.8</td>
<td>100% of 2</td>
</tr>
<tr>
<td>an.0</td>
<td>466M</td>
<td>351M</td>
<td>24.6</td>
<td>3.0x</td>
<td>157M</td>
<td>116M</td>
<td>25.9</td>
<td>100% of 44</td>
</tr>
<tr>
<td>cr.2</td>
<td>227K</td>
<td>116K</td>
<td>48.7</td>
<td>2.3x</td>
<td>97K</td>
<td>50K</td>
<td>48.7</td>
<td>41% of 24</td>
</tr>
<tr>
<td>md.5</td>
<td>13M</td>
<td>10M</td>
<td>21.0</td>
<td>3.4x</td>
<td>4M</td>
<td>3M</td>
<td>15.0</td>
<td>80% of 40</td>
</tr>
<tr>
<td>ex.2</td>
<td>278K</td>
<td>224K</td>
<td>19.2</td>
<td>1.3x</td>
<td>218K</td>
<td>218K</td>
<td>0.0</td>
<td>46% of 13</td>
</tr>
</tbody>
</table>

5.3.4 Optimization level and traceability

The main focus of this work is the influence of linear analysis on the precision of the WCET estimation. Nevertheless, since analysis is performed at the C level, the problem of the traceability between the C and the binary code must be considered. Forbidding any optimization is not an option in real-time domain. We argue that a well-chosen set of optimizations can lead to a reasonable compromise between traceability and program speed-up.

For all functions that give some enhancement on the non-optimized code, we run the experiments using the custom optimization (CO) level defined in 4.4. Since the counter analysis is completely independent to the compilation method, the linear relations found are the same, and the ability to enhance the WCET estimation is only due to traceability.

The detailed results of this experiment are given in appendix (table 8, page 26), and a selection of typical cases is given in table 4. The table gathers the results obtained with the non-optimized binary code O0, and the optimized one CO. For each optimization level, the table gives:

- the Initial WCET, in CPU cycles, computed by OTAWA,
- the Best WCET, enhanced thanks to the properties discovered with PAGAI, with some abstract domain,
- the corresponding Improvement percentage.

The table also shows the Optimization speed-up, which is the ratio between the initial O0 and the initial CO estimation, i.e., it measures the gain obtained just because of the compilation, before applying the counter method. Finally, for CO compilation, the table gives an information on the Traceability: the percentage of counters introduced for LRA at C level, that are actually associated to some basic block, at binary level. Traceability in the O0 mode is not shown in the table as it is always 100%.

The interesting information given by the experiment are:

- Even if the CO level is very limited (subset of O1 level, and a fortiori of O2), it generates a fairly optimized code: the speed-up is mostly between 2x and 4x.
- In most of the cases (53 out of 60) traceability is 100%, and one can observe an enhancement due to LRA similar to the one obtained with O0 code. Indeed, this improvement is obtained on the CO initial WCET, which is already much smaller than the one obtained for the non-optimized code (e.g., md.13, an.0).
- In some cases, traceability is partly lost, but remain sufficient to enhance the estimation (4 cases, e.g., cr.2, md.5).
- Finally, for 3 cases, partial traceability leads to no enhancement (e.g., ex.2).
Conclusion and future work

Linear Relation Analysis is a powerful technique to discover invariant linear relations between numerical variables of a program. On the other hand, the classical evaluation of WCET using Implicit Path Enumeration Technique is based on expressing the WCET as the solution of an Integer Linear Program, the variables of which are counters associated with the basic blocks of the program. So, the idea of adding these counters as auxiliary variables in the program, and using the results of LRA as semantic flow-facts to be added to the ILP, is rather natural. Our goal, in this paper, was to conduct a light-weight experiment – by combining existing tools – to evaluate the benefits of the approach. Secondly, such an experiment raised the question of traceability, since semantic flow-facts are discovered on the source program, while the WCET is evaluated on the executable code. The conclusion of this experiment on public benchmarks is manyfold:

- LRA finds new semantic facts in many examples (46%), but many of these new facts do not influence the evaluated WCET. However, the WCET is improved on a significant subset (almost 14%) of the examples, and the improvement is often interesting.

- The traceability problems can be safely dealt with, using the debugging information provided by the compiler; this is the case even in the presence of strong compiling optimizations, as long as these optimizations do not modify too much the control structure of the program.

This work could be continued in several directions.

- It would be interesting to limit the number of counters, as the cost of LRA can be exponential in the number of variables. Of course, counters which are structurally related by flow equations can be saved, but their cost is low in polyhedra computations (they are linked to each other by equations). An appealing idea would be to introduce counters on the branches of a conditional, only when these branches appear to have strongly different execution times, a measure that is roughly available after the micro-architectural analysis [43].

- Existing LRA analyzers (like PAGAI) are generally not inter-procedural, which forced us to inline the procedures in our experiments. An inter-procedural version of LRA must be studied to solve this problem. The relational nature of LRA is surely an advantage, since a procedure can be associated a summary as an input-output relation. Summaries of called procedures can then be used in the caller, in a bottom-up fashion.

- Traceability is still a concern, which would benefit from a better cooperation of the compiler [25].
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A Experiment Results

The material necessary for reproducing the experiment presented here is freely available at https://gricad-gitlab.univ-grenoble-alpes.fr/verimag/reproducible-research/LRA4w7.

Experiment was performed on 589 individual C functions extracted from the TACLeBench [11]. An improvement of the WCET estimation is observed for 90 functions (15% of the cases). This section details the results for the 60 cases where the improvement is greater than 0.8%.

Table 5 contains label definitions to ease and shorten the reference to the bench functions: the label (column 1), the source folder in the TACLeBench (column 2), and the function name (column 3).

Table 6 contains the experiment results using the gcc -O0 compilation level. The first column holds the function label, and the second one holds the initial WCET estimation computed by OTAWA. The remaining columns hold information related to the improvement obtained (or not) with Linear relation analysis, using 3 different abstract domains: boxes (intervals), octagons and polyhedra. For each domain, the table gives the improvement in number of cycles (Δ) and percentage (Imp%), and the time necessary to perform the LRA with PAGAI11. Numbers in bold highlight the best improvements among various methods (box, octagons, polyhedra). Empty cells ("-"") mean that the corresponding case triggered the 2 hours timeout set for the experiment.

Table 7 gives information on the ability of PAGAI to discover loop bounds; to obtain this table, the experiments are re-played without the help of any external method (neither oRange nor the user-given pragmas). For each program, the table gives its loop level (maximal depth of nested loops) and indicates whether PAGAI finds a bounded WCET or not.

Finally, table 8 aims at observing the impact of compiler optimization on WCET estimation in general, and our method in particular. We consider two optimization levels: the standard -O0 (no optimization at all), and the ad hoc customized -O1 level (designed to limit CFG transformation and maximize traceability). Since the LRA analysis is performed at the C level, the flow facts discovered are the same whatever is the optimization level. A lack of improvement in the case of optimized code is then necessarily due to an “imperfect” traceability.

The first group of columns recalls the results obtained with -O0; it only gives the best result, obtained for some abstract domain (refer to Table 6 for details). The second group gives information on the optimized code:

- the initial WCET estimation given by OTAWA, together with the corresponding speed-up factor which indicates how “faster” is the optimized code compared to the non-optimized one;
- the best WCET estimation (together with the improvement percentage) obtained using PAGAI;
- the traceability ratio indicates how many counters introduced by our method are actually associated to some basic block in the binary code. With a traceability of 100%, we expect to observe an improvement percentage of the same order than the one obtained on the non-optimized code. Note that the traceability with the non-optimized code is not given since it is always 100%.

11 Results obtained on an Intel(R) Xeon(R) CPU E5-2683 v3 @ 2.00GHz
<table>
<thead>
<tr>
<th>Ref</th>
<th>Directory</th>
<th>Function Names</th>
</tr>
</thead>
<tbody>
<tr>
<td>ad.6</td>
<td>sequential/adpcm_dec</td>
<td>adpcm_dec_logsch</td>
</tr>
<tr>
<td>ad.7</td>
<td>sequential/adpcm_dec</td>
<td>adpcm_dec_logscl</td>
</tr>
<tr>
<td>ad.14</td>
<td>sequential/adpcm_dec</td>
<td>adpcm_dec_uppol2</td>
</tr>
<tr>
<td>ae.7</td>
<td>sequential/adpcm_enc</td>
<td>adpcm_enc_logsch</td>
</tr>
<tr>
<td>ae.8</td>
<td>sequential/adpcm_enc</td>
<td>adpcm_enc_logscl</td>
</tr>
<tr>
<td>ae.10</td>
<td>sequential/adpcm_enc</td>
<td>adpcm_enc_quantl</td>
</tr>
<tr>
<td>ae.16</td>
<td>sequential/adpcm_enc</td>
<td>adpcm_enc_uppol2</td>
</tr>
<tr>
<td>am.12</td>
<td>sequential/ammunition</td>
<td>ammunition_bit_string_set</td>
</tr>
<tr>
<td>am.17</td>
<td>sequential/ammunition</td>
<td>ammunition_divide_unsigned_integer</td>
</tr>
<tr>
<td>am.18</td>
<td>sequential/ammunition</td>
<td>ammunition_divide_unsigned_integer_without_overflow</td>
</tr>
<tr>
<td>am.47</td>
<td>sequential/ammunition</td>
<td>ammunition_multiply_integer</td>
</tr>
<tr>
<td>am.49</td>
<td>sequential/ammunition</td>
<td>ammunition_multiply_unsigned_integer</td>
</tr>
<tr>
<td>am.50</td>
<td>sequential/ammunition</td>
<td>ammunition_multiply_unsigned_integer_without_overflow</td>
</tr>
<tr>
<td>am.68</td>
<td>sequential/ammunition</td>
<td>ammunition_unsigned_integer_remainder</td>
</tr>
<tr>
<td>an.0</td>
<td>sequential/anagram</td>
<td>anagram_AddWords</td>
</tr>
<tr>
<td>an.2</td>
<td>sequential/anagram</td>
<td>anagram_BuildWord</td>
</tr>
<tr>
<td>an.8</td>
<td>sequential/anagram</td>
<td>anagram_init</td>
</tr>
<tr>
<td>an.14</td>
<td>sequential/anagram</td>
<td>anagram_ReadDict</td>
</tr>
<tr>
<td>an.15</td>
<td>sequential/anagram</td>
<td>anagram_Reset</td>
</tr>
<tr>
<td>an.16</td>
<td>sequential/anagram</td>
<td>anagram_return</td>
</tr>
<tr>
<td>bs.0</td>
<td>kernel/bsort</td>
<td>bsort_BubbleSort</td>
</tr>
<tr>
<td>bs.3</td>
<td>kernel/bsort</td>
<td>bsort_main</td>
</tr>
<tr>
<td>bs.4</td>
<td>kernel/bsort</td>
<td>bsort_return</td>
</tr>
<tr>
<td>bs.5</td>
<td>kernel/bsort</td>
<td>main</td>
</tr>
<tr>
<td>cr.2</td>
<td>crc</td>
<td>main</td>
</tr>
<tr>
<td>du.2</td>
<td>test/duff</td>
<td>duff_init</td>
</tr>
<tr>
<td>du.5</td>
<td>test/duff</td>
<td>main</td>
</tr>
<tr>
<td>ex.2</td>
<td>expint</td>
<td>main</td>
</tr>
<tr>
<td>gd.4</td>
<td>sequential/gsm_dec</td>
<td>gsm_dec_Coefficients_0_12</td>
</tr>
<tr>
<td>gd.5</td>
<td>sequential/gsm_dec</td>
<td>gsm_dec_Coefficients_13_26</td>
</tr>
<tr>
<td>gd.6</td>
<td>sequential/gsm_dec</td>
<td>gsm_dec_Coefficients_27_39</td>
</tr>
<tr>
<td>gd.11</td>
<td>sequential/gsm_dec</td>
<td>gsm_dec_Decoding_of_the_coded_Log_Area_Ratios</td>
</tr>
<tr>
<td>gd.16</td>
<td>sequential/gsm_dec</td>
<td>gsm_dec_Postprocessing</td>
</tr>
<tr>
<td>ge.11</td>
<td>sequential/gsm_encode</td>
<td>Gsm_Preprocess</td>
</tr>
<tr>
<td>ge.13</td>
<td>sequential/gsm_encode</td>
<td>Gsm_Short_Term_Analysis_Filter</td>
</tr>
<tr>
<td>gs.2</td>
<td>sequential/g723_enc</td>
<td>g723_enc_fmult</td>
</tr>
<tr>
<td>gs.8</td>
<td>sequential/g723_enc</td>
<td>g723_enc_predictor_pole</td>
</tr>
<tr>
<td>gs.9</td>
<td>sequential/g723_enc</td>
<td>g723_enc_predictor_zero</td>
</tr>
<tr>
<td>gs.10</td>
<td>sequential/g723_enc</td>
<td>g723_enc_quan</td>
</tr>
<tr>
<td>gs.11</td>
<td>sequential/g723_enc</td>
<td>g723_enc_quantize</td>
</tr>
<tr>
<td>gs.16</td>
<td>sequential/g723_enc</td>
<td>g723_enc_update</td>
</tr>
<tr>
<td>hd.1</td>
<td>sequential/h264_dec</td>
<td>h264_dec_init</td>
</tr>
<tr>
<td>lc.0</td>
<td>ldnum</td>
<td>main</td>
</tr>
<tr>
<td>li.3</td>
<td>app/lift</td>
<td>lift_controller</td>
</tr>
<tr>
<td>li.7</td>
<td>app/lift</td>
<td>lift_ctrl_set_vals</td>
</tr>
<tr>
<td>md.3</td>
<td>kernel/md5</td>
<td>md5_final</td>
</tr>
<tr>
<td>md.5</td>
<td>kernel/md5</td>
<td>md5_InitRandomStruct</td>
</tr>
<tr>
<td>md.13</td>
<td>kernel/md5</td>
<td>md5_R_RandomInit</td>
</tr>
<tr>
<td>md.14</td>
<td>kernel/md5</td>
<td>md5_R_RandomUpdate</td>
</tr>
<tr>
<td>md.15</td>
<td>kernel/md5</td>
<td>md5_transform</td>
</tr>
<tr>
<td>md.16</td>
<td>kernel/md5</td>
<td>md5_update</td>
</tr>
<tr>
<td>mp.9</td>
<td>sequential/mpeg2</td>
<td>mpeg2_frame_estimate</td>
</tr>
<tr>
<td>mp.11</td>
<td>sequential/mpeg2</td>
<td>mpeg2_fullsearch</td>
</tr>
<tr>
<td>sh.2</td>
<td>kernel/sha</td>
<td>sha_final</td>
</tr>
<tr>
<td>sm.0</td>
<td>sequential/statemate</td>
<td>statemate_FH_DU</td>
</tr>
<tr>
<td>sm.1</td>
<td>sequential/statemate</td>
<td>statemate_generic_BLOCK_ERKENNUNG_CTRL</td>
</tr>
<tr>
<td>sm.2</td>
<td>sequential/statemate</td>
<td>statemate_generic_EINKLEMMMISCHUTZ_CTRL</td>
</tr>
<tr>
<td>sm.3</td>
<td>sequential/statemate</td>
<td>statemate_generic_FH_TUERMODUL_CTRL</td>
</tr>
<tr>
<td>sm.4</td>
<td>sequential/statemate</td>
<td>statemate_main</td>
</tr>
</tbody>
</table>
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Table 6 How LRA can improve the estimated WCET of TacleBench.
Table 7 Loop bounds discovery, using PAGAI without the help of oRange nor the user-given bounds. This experiment is performed for the 54 cases from Table 6 where PAGAI terminates with either octagons or polyhedra; the box domain is unable to find loop bounds and is not considered here. Within this test set, 10 programs contain no loop and are thus trivially bounded (adVI, adVII, adXIV, aeVII, aeVIII, aeXVI, gdXI, smII, smIII, smIV). For the remaining programs, first column gives the depth of nested loops and column two indicates if PAGAI gives a bounded (i.e., finite) WCET estimation. The WCET value is not given: it corresponds to the best PAGAI estimation in Table 6. The “paradoxal” result for ex.2 (loop depth 2 and bounded) is due to the fact that PAGAI “bounds” the inner-loop to 0 (i.e., the loop appears in a infeasible branch).

<table>
<thead>
<tr>
<th>Loop depth</th>
<th>PAGAI</th>
<th>Loop depth</th>
<th>PAGAI</th>
</tr>
</thead>
<tbody>
<tr>
<td>ac.10</td>
<td>1</td>
<td>bounds</td>
<td>ex.2</td>
</tr>
<tr>
<td>bs.4</td>
<td>1</td>
<td>bounds</td>
<td>am.47</td>
</tr>
<tr>
<td>gd.4</td>
<td>1</td>
<td>bounds</td>
<td>am.49</td>
</tr>
<tr>
<td>gd.5</td>
<td>1</td>
<td>bounds</td>
<td>am.50</td>
</tr>
<tr>
<td>gd.6</td>
<td>1</td>
<td>bounds</td>
<td>an.8</td>
</tr>
<tr>
<td>gd.16</td>
<td>1</td>
<td>bounds</td>
<td>an.14</td>
</tr>
<tr>
<td>ge.11</td>
<td>1</td>
<td>bounds</td>
<td>bs.0</td>
</tr>
<tr>
<td>gs.2</td>
<td>1</td>
<td>bounds</td>
<td>bs.3</td>
</tr>
<tr>
<td>gs.8</td>
<td>1</td>
<td>bounds</td>
<td>bs.3</td>
</tr>
<tr>
<td>gs.16</td>
<td>1</td>
<td>bounds</td>
<td>cr.2</td>
</tr>
<tr>
<td>lc.0</td>
<td>1</td>
<td>bounds</td>
<td>gs.9</td>
</tr>
<tr>
<td>li.7</td>
<td>1</td>
<td>bounds</td>
<td>md.3</td>
</tr>
<tr>
<td>md.15</td>
<td>1</td>
<td>bounds</td>
<td>md.14</td>
</tr>
<tr>
<td>du.2</td>
<td>1</td>
<td>bounds</td>
<td>md.16</td>
</tr>
<tr>
<td>du.5</td>
<td>1</td>
<td>bounds</td>
<td>am.17</td>
</tr>
<tr>
<td>hd.1</td>
<td>1</td>
<td>bounds</td>
<td>am.18</td>
</tr>
<tr>
<td>md.13</td>
<td>1</td>
<td>bounds</td>
<td>am.68</td>
</tr>
<tr>
<td>an.15</td>
<td>1</td>
<td>bounds</td>
<td>an.0</td>
</tr>
<tr>
<td>an.16</td>
<td>1</td>
<td>bounds</td>
<td>md.5</td>
</tr>
</tbody>
</table>
## Table 8: Observing the impact of compilation levels on LRA.

<table>
<thead>
<tr>
<th>Ref</th>
<th>Initial WCET</th>
<th>Best WCET</th>
<th>Imp of Best WCET</th>
<th>Traceability</th>
</tr>
</thead>
<tbody>
<tr>
<td>00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>t</td>
<td>Initial</td>
<td>Best</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>WCET</td>
<td>WCET</td>
<td></td>
</tr>
</tbody>
</table>

- **Imp**: Increase in WCET, %
- **Opt. speedup**: Optimal speedup compared to the baseline

Example:

<table>
<thead>
<tr>
<th>Ref</th>
<th>Initial WCET</th>
<th>Best WCET</th>
<th>Imp of Best WCET</th>
<th>Traceability</th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td>500K</td>
<td>200K</td>
<td>60%</td>
<td></td>
</tr>
</tbody>
</table>

- **Initial** WCET: The original WCET before optimization.
- **Best** WCET: The optimized WCET after applying LRA.
- **Imp**: The percentage improvement in WCET due to optimization.
- **Traceability**: Indicates whether the code is traceable after optimization.
B Compiler optimization level

Options controlling optimizations are numerous and may vary a lot depending on the targeted processor and the compiler version. Options listed here are for the compiler used for our experiment (arm-elf-gcc (GCC) 4.4.2), with no guarantee that they apply directly to other compilers. Ensuring the coherence of a set of optimizations is technically hard, this is why we start with a predefined level of optimization (-O1) and remove optimizations that may modify the control structure (using the corresponding -fno flag). To select the options, we just rely on the user manual: we remove any optimization that mention a possible influence on the control structure or that may affect the precision of the debugging information (i.e. the association instruction/source line).

Loop transformations may drastically change the structure of the program, and are thus forbidden.

- fno-loop-block \
- fno-loop-interchange \
- fno-loop-strip-mine \
- fno-move-loop-invariants \
- fno-reschedule-modulo-scheduled-loops \
- fno-unroll-loops \
- fno-unroll-all-loops \
- fno-unsafe-loop-optimizations \

Miscellaneous CFG transformations concern dead code elimination, inlining, branch removal, block reordering etc.

- fno-dce \
- fno-dse \
- fno-guess-branch-probability \
- fno-inline-small-functions \
- fno-crossjumping \
- fno-if-conversion \
- fno-if-conversion2 \
- fno-jump-tables \
- fno-reorder-blocks \
- fno-reorder-blocks-and-partition \
- fno-unswitch-loops \

SSA tree optimizations and misc. global optimizations have an indirect influence in the control structure, by removing, regrouping or re-ordering instructions. They also affect the precision of the debugging information (dwarf) which is the only information we have to relate the binary and the source code.

- fno-tree-builtin-call-dce \
- fno-tree-ccp \
- fno-tree-ch \
- fno-tree-copyrename \
- fno-tree-dce \
- fno-tree-dominator-opts \
- fno-tree-dse \
- fno-tree-fre
-fno-tree-loop-distribution \
-fno-tree-loop-im \
-fno-tree-loop-ivcanon \
-fno-tree-loop-linear \
-fno-tree-loop-optimize \
-fno-tree-sra \
-fno-tree-ter \
-fno-auto-inc-dec \
-fno-cprop-registers \
-fno-defer-pop \
-fno-ipa-pure-const \
-fno-ipa-reference \
-fno-merge-constants\ 
-fno-split-wide-types \ 
-fno-unit-at-a-time \
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Abstract
This survey covers probabilistic timing analysis techniques for real-time systems. It reviews and critiques the key results in the field from its origins in 2000 to the latest research published up to the end of August 2018. The survey provides a taxonomy of the different methods used, and a classification of existing research. A detailed review is provided covering the main subject areas: static probabilistic timing analysis, measurement-based probabilistic timing analysis, and hybrid methods. In addition, research on supporting mechanisms and techniques, case studies, and evaluations is also reviewed. The survey concludes by identifying open issues, key challenges and possible directions for future research.

1 Introduction
Systems are characterised as real-time if, as well as meeting functional requirements, they are required to meet timing requirements. Real-time systems may be further classified as hard real-time, where failure to meet their timing requirements constitutes a failure of the system; or soft real-time, where such failure leads only to a degraded quality of service. Today, both hard and soft real-time systems are found in many diverse application areas including; automotive, aerospace, medical systems, robotics, and consumer electronics.

Real-time systems are typically implemented via a set of programs, also referred to as tasks, which are executed on a recurring basis. The programs used in a real-time system have a functional behaviour, and also a timing behaviour. The functional behaviour of a given run of a program depends on the input state, which comprises a set of values for the input variables, and a set of values for the software state variables (which are related to the values of the input variables used on previous runs). The input state affects the path taken through the code, and the values of the outputs produced. Typically programs have a functional behaviour which is deterministic, in other words, given the exact same inputs they will produce the exact same outputs. Functional behaviour may also be non-deterministic, for example in a randomised search the same input state may lead to different outputs depending on the behaviour of a random number generator. In this survey we are mainly concerned with the timing behaviour of programs that have deterministic functionality.
In keeping with the majority of the work on program timing behaviour, in the following we consider programs that are run without interruption or preemption and without any interference from other programs that could be running on the same or different processor cores (i.e. no multi-threading and no cross-core interference). We return to this point in the conclusions.

The timing behaviour of a program with deterministic functionality depends on both the input state, and the initial values of hardware state variables, referred to as the **hardware state**. Examples of hardware state variables include the contents of internal buffers, pipelines, caches, scratchpads, and certain register values. While the hardware state may affect the timing behaviour of the program, it has no effect on the functional behaviour. A hardware platform is referred to as **time-predictable** if it always takes the same amount of time to execute a deterministic program when starting from the same input state and the same hardware state. By contrast, a **time-randomised** hardware platform may take a variable amount of time to execute such a program when starting from the same input state and hardware state, due to the behaviour of underlying random elements in the hardware\(^1\).

### 1.1 Conventional Timing Analysis Techniques

Understanding the timing behaviour of each program is fundamental to verifying the timing requirements of a real-time system. Key to this is **timing analysis**, which seeks to characterise the amount of time that each program can take to execute on the given hardware platform. Typically, this is done by upper bounding or estimating the *Worst-Case Execution Time*.

> **Definition 1.** The *Worst-Case Execution Time (WCET)* of a program is an upper bound on the execution time of that program for any valid input state and initial hardware state (i.e. the WCET is an upper bound on the execution time for any single run of the program, and there is at least one run of the program that can realise the WCET).

The methods traditionally used for timing analysis can be classified into three main categories:

- **Static Analysis:** These methods do not execute the program on the actual hardware or on a simulator. Rather they analyse the code for the program and some annotations (providing information about input values), along with an abstract model of the hardware. Typically static analysis proceeds in three steps. First, control flow analysis is used to derive constraints on feasible paths, including loop bounds. Second, micro-architectural analysis is used to provide an over-approximation of the program execution on the feasible paths, accounting for the behaviour of hardware features such as pipelines and caches. Third, path analysis uses integer linear programming (ILP) to combine the results of control flow analysis and micro-architectural analysis, and so derive an upper bound on the WCET of the program. To derive an upper bound on the WCET static analysis has to determine properties relating to the dynamic behaviour of the program without actually executing it. In practice, it may not be possible to precisely determine all of these properties due to issues of tractability and decidability. For example determining the precise cache contents at a given program point may not be possible when there is a dependency on the input values. Properties which cannot be precisely determined must be conservatively approximated to ensure that the computed WCET remains a valid upper bound; however, such approximations may lead to significant pessimism. For advanced hardware platforms, there are two main challenges for static analysis methods. Firstly, obtaining and validating all of the information necessary to build an accurate

\(^1\) Note here the basic random elements in the hardware (e.g. a random number generator) are not considered to be part of the hardware state.
model of the hardware components that impact program execution times. Secondly, modelling those components and their interactions without substantial loss of precision in the derived WCET upper bound.

- **Dynamic or Measurement-Based Analysis**: These methods derive an estimate of the WCET by running the program on the actual hardware or on a cycle-accurate timing simulator. A measurement protocol provides test vectors (sets of input values) and initial hardware configurations that are used to exercise a subset of the possible paths through the code, as well as the possible hardware states that may affect the timing behaviour\(^2\). The execution times for multiple runs of the program are collected and the maximum observed execution time recorded. This value may be used as a (lower bound) estimate of the WCET, or alternatively, an engineering margin (e.g. 20\%) may be added to give an estimate of the WCET. This margin comes from industrial practice and engineering judgement [129]; however, there is no guarantee that it results in an upper bound on the actual WCET. For complex programs and advanced hardware platforms, the two main challenges for measurement-based analysis methods both involve designing an appropriate measurement protocol. Firstly, if it were known which values for the input variables and software state variables would lead to the WCET, then the measurement protocol could ensure that those values were present in the test vectors used; however, typically these values are not known and cannot easily be derived. Secondly, it may not be known, or easy to derive, which initial hardware states will lead to the WCET; it may also be difficult to force the hardware into a particular initial state. Nevertheless, measurement-based analysis is commonly used in industry and may give engineers a useful perspective on the timing behaviour of a program.

- **Hybrid Analysis**: These methods combine elements of both static analysis and measurement-based analysis. For example, a hybrid approach may record the maximum observed execution time for short sub-paths through the code, and then combine these values using information obtained via static analysis of the program’s structure (e.g. the control flow graph) to estimate the WCET. The aim of hybrid analysis is to overcome the disadvantages of both static and dynamic methods. By measuring execution times for short sub-paths through the code, hybrid methods avoid the need for a model of the hardware, which may be difficult to obtain and to validate. By using static analysis techniques to determine the control flow graph, the problem of having to find input values that exercise the worst-case path is ameliorated. Instead, the measurement protocol can focus on ensuring that measurements are obtained for all sub-paths, i.e. structural coverage, which is far simpler to achieve than full path coverage. Nevertheless, hybrid methods still inherit many of the challenges of measurement-based methods. On advanced hardware (e.g. with pipelines and caches) the execution time of a sub-path may be dependent on the execution history, and hence on the previous sub-paths that were executed. This exacerbates the problem of composing the overall WCET estimate from observations for individual sub-paths, and may degrade the precision of that estimate. In general, today’s hybrid methods cannot guarantee to upper bound the WCET; however, the estimates they produce may be more accurate than those based on measurements alone.

During the past two decades, the hardware platforms used, or proposed for use, in real-time systems have become increasingly more complex. Architectures include advanced hardware acceleration features such as pipelines, branch prediction, out-of-order execution, caches, writebuffers, scratchpads, and multiple levels of memory hierarchy. These advances, along with increasing software complexity, greatly exacerbate the timing analysis problem. Most acceleration

\(^2\) Exercising all possible paths and initial hardware states is often impractical.
features are designed to optimise average-case rather than worst-case behaviour and can result in significant variability in execution times. This is making it increasingly difficult, if not impossible, to obtain tight WCET estimates\(^3\) from conventional static timing analysis methods that seek to provide an upper bound on the WCET. Further, increases in software and hardware complexity make it difficult to design measurement protocols capable of ensuring that the worst-case path(s) through the code are exercised, and that the worst-case hardware states are encountered when using measurement-based and hybrid analyses. (Appendix A provides further discussion of measurement protocols).

1.2 Probabilistic Timing Analysis Techniques

Probabilistic timing analysis\(^4\) differs from traditional approaches in that it lifts the characterisation of the timing behaviour of a program from the consideration of a single run, to the consideration of a repeating sequence of many runs, referred to as a scenario, and hence lifts the results from a scalar value (the WCET) to a probability distribution (the pWCET distribution, defined in Section 2.1). Traditional timing analysis methods aim to tightly upper bound the execution time that could occur for a single run of a program out of all possible runs. Similarly, probabilistic timing analysis methods aim to tightly upper bound the distribution of execution times that could potentially occur for some scenario of operation, out of all possible scenarios of operation.

Research into probabilistic timing analysis can be classified into five main categories. This classification forms the basis for the main sections of this survey. Note, for ease of reference we have numbered these categories below, starting at 3, to match the section of survey.

3. Static Probabilistic Timing Analysis (SPTA): Similar to traditional static analyses, SPTA methods do not execute the program on the actual hardware or on a simulator. Instead they analyse the code for the program and information about input values, along with an abstract model of the hardware behaviour. The difference is that SPTA methods account for some form of random behaviour in either the hardware, the software, or the environment (i.e. the inputs) by using probability distributions, and therefore construct an upper bound on the pWCET distribution rather than a upper bound on the WCET. In common with traditional static analyses, SPTA methods have to determine properties relating to the dynamic behaviour of the program without actually executing it. Here, the conservative approximation of properties which cannot be precisely determined (e.g. cache states in a random replacement cache) may lead to significant pessimism in the estimated pWCET distribution. The two main challenges for SPTA methods are obtaining and validating the information necessary to build an accurate model of the hardware components; and modelling those components and their interactions without substantial loss of precision in the upper bound pWCET distribution derived.

4. Measurement-Based Probabilistic Timing Analysis (MBPTA): Today, most of the current MBPTA methods use Extreme Value Theory (EVT) to make a statistical estimate of the pWCET distribution of a program. This estimate is based on a sample of execution time observations obtained by executing the program on the hardware or a cycle accurate simulator according to a measurement protocol. The measurement protocol samples some scenario(s) of operation, i.e. it executes the program multiple times according to a set of feasible input states and initial hardware states. As with traditional measurement-based analysis methods, the

---

\(^3\) By a tight WCET estimate we mean one that is relatively close to the actual WCET, for example perhaps no more than 10-20% larger.

\(^4\) In this survey, we adopt the widely used term “probabilistic timing analysis” noting that it can easily be misinterpreted. To clarify, while the results produced are expressed in terms of probability distributions, the analysis methods themselves are deterministic in the sense of always producing the same results from the same inputs, unlike for example randomised search techniques.
main challenge for MBPTA methods involves designing an appropriate measurement protocol. In particular, in order for the estimated pWCET distribution derived by EVT to be valid for a future scenario of operation, then the sample of input states and hardware states used for analysis must be representative of those that will occur during that future scenario of operation. An important issue here is that there may not be a single sample of input states and hardware states that is representative of all possible future scenarios of operation.

5. Hybrid Probabilistic Timing Analysis (HyPTA): These methods combine in some way both statistical and analytical approaches. For example by taking measurements at the level of basic blocks or sub-paths, and then composing the results (i.e. the estimated pWCET distributions for the sub-paths) using structural information obtained from static analysis of the code.

6. Enabling mechanisms: These mechanisms aim to facilitate the use of one or other of the above analysis methods.

7. Evaluation: Case studies, benchmarks, and metrics, which aim to evaluate the efficiency, effectiveness, and applicability of probabilistic timing analysis methods.

The research in these categories is summarised by authors and citations in Table 1. Note the sub-categories correspond to the subsections of this survey.

It is interesting to note how research in the different categories has progressed over time. Figure 1 illustrates the number of papers reviewed in each of the main categories covered by this survey that have been published during 2-year time intervals from 1999 to 2018. (This figure is best viewed online in colour). A number of observations can be drawn from Figure 1. Firstly, the volume of research into probabilistic timing analysis was relatively flat until around 2008.
Table 1: Summary of publications from different authors in the categories described in the main sections and subsections of this survey.

<table>
<thead>
<tr>
<th>3 Static Probabilistic Timing Analysis (SPTA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.1 SPTA based on Probabilities from Inputs</td>
</tr>
<tr>
<td>David and Puaut [35], Liang and Mitra [86]</td>
</tr>
<tr>
<td>3.2 SPTA based on Probabilities from Faults</td>
</tr>
<tr>
<td>Hofig [62], Hardy and Puaut [58, 59], Chen et al. [31, 29]</td>
</tr>
<tr>
<td>3.3 SPTA based on Probabilities from Random Replacement Caches</td>
</tr>
<tr>
<td>Quinones et al. [106], Burns and Griffin [23], Cazorla et al. [26], Davis et al. [39], Altmeyer and Davis [7], Altmeyer et al. [6], Griffin et al. [52], Lesage et al. [83, 82], Chen and Beltrame [28], Chen et al. [30]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>4 Measurement-Based Probabilistic Timing Analysis (MBPTA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.1 EVT and i.i.d. observations</td>
</tr>
<tr>
<td>Burns and Edgar [22], Edgar and Burns [45], Hansen et al. [57], Griffin and Burns [51], Lu et al. [89, 90], Cucu-Grosjean et al. [34]</td>
</tr>
<tr>
<td>4.2 EVT and observations with dependences</td>
</tr>
<tr>
<td>Melani et al. [93], Santinelli et al. [112], Berezovskyi et al. [16, 15], Guet et al. [53, 54], Fedotova et al. [47], Lima and Bate [87]</td>
</tr>
<tr>
<td>4.3 EVT and representativity</td>
</tr>
<tr>
<td>Lima et al. [88], Maxim et al. [92], Santinelli et al. [110], Santinelli and Guo [111], Guet et al. [55], Abella et al. [3], Milutinovic et al. [101]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>5 Hybrid Techniques for Probabilistic Timing Analysis (HyPTA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.1 HyPTA and the Path Coverage Problem</td>
</tr>
<tr>
<td>Bernat et al. [19, 18, 17], Kosmidis et al. [70], Ziccardi et al. [136]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>6 Enabling Mechanisms and Techniques</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.1 Caches and Hardware Random Placement</td>
</tr>
<tr>
<td>Kosmidis et al. [68, 69, 67], Slijepcevic et al. [120], Anwar et al. [9], Hernandez et al. [61], Trillia et al. [127], Benedicte et al. [11]</td>
</tr>
<tr>
<td>6.2 Caches and Software Random Placement</td>
</tr>
<tr>
<td>Kosmidis et al. [72, 73, 71, 78]</td>
</tr>
<tr>
<td>6.3 Cache Risk Patterns with Random Placement</td>
</tr>
<tr>
<td>Abella et al. [4], Benedicte et al. [13, 14], Milutinovic et al. [98, 99, 97, 100]</td>
</tr>
<tr>
<td>6.4 Buffers, Buses and other Resources</td>
</tr>
<tr>
<td>Slijepcevic et al. [119], Cazorla et al. [27], Kosmidis et al. [74], Jalle et al. [65], Panic et al. [102], Agirre et al. [5], Hernandez et al. [60], Slijepcevic et al. [117, 118], Benedicte et al. [12]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>7 Case Studies, Benchmarks and Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.1 Critiques</td>
</tr>
<tr>
<td>Reineke [108], Mezzetti et al. [96], Stephenson et al. [123], Gil et al. [49]</td>
</tr>
<tr>
<td>7.2 Case Studies and Evaluation</td>
</tr>
<tr>
<td>Santos et al. [113], Kosmidis et al. [75, 77], Abella et al. [2], Wartel et al. [129, 128], Lesage et al. [85], Mezzetti et al. [94], Fernandez et al. [48], Cros et al. [33] Diaz et al. [43], Silva et al. [116], Reghenzani et al. [107]</td>
</tr>
</tbody>
</table>
and then increased rapidly in the decade from 2010. Inline with this the number of publications on the main theme of measurement-based probabilistic timing analysis (Section 4) has steadily increased since 2009/2010. Work on static probabilistic timing analysis (Section 3) peaked during the period 2013–2016, coinciding with research effort on the EU Proxima project\(^5\). Also, as a result of that project, there was a significant peak in research on enabling techniques aimed at facilitating the use of MBPTA (Section 6). More recently, in 2017/2018, the focus has been on extending MBPTA to more complex systems and exploring the effectiveness of the approach via case studies and benchmarks (Section 7).

Before moving to the sections of this survey which review the literature, we first discuss (in Section 2) fundamental concepts and methods relating to probabilistic timing analysis.

Note that conventional timing analysis techniques aimed at providing an upper bound on the WCET value as the solution to the timing analysis problem are outside of the scope of this survey, they are reviewed in detail by Wilhelm et al. [133].

2 Fundamental Concepts and Methods

The term \textit{probabilistic real-time systems} is used to refer to real-time systems where one or more of the parameters, such as program execution times, are modelled by random variables. Although a parameter is described (i.e. modelled) by a random variable, this does not necessarily mean that the actual parameter itself exhibits random behaviour or that there is necessarily any underlying random element to the system that determines its behaviour. The actual behaviour of the parameter may depend on complex and unknown or uncertain behaviours of the overall system. As an example, the outcome of a coin toss can be modelled as a random variable with heads and tails each having a probability of 0.5 of occurring, assuming that the coin is fair. However, the actually process of tossing a coin does not actually have a random element to it. The outcome could in theory be predicted to a high degree of accuracy if there were sufficiently precise information available about the initial state and the complex behaviour and evolution of the overall physical processes involved. There are however many useful results that can be obtained by modelling the outcome of a coin toss as a random variable. The same is true of the analysis of probabilistic real-time systems.

In this section, we first discuss a fundamental and often misunderstood concept in probabilistic timing analysis, \textit{probabilistic Worst-Case Execution Time (pWCET)} distributions. The remainder of the section then provides an outline of the two main approaches to obtaining pWCET distributions, \textit{Static Probabilistic Timing Analysis (SPTA)} and \textit{Measurement-Based Probabilistic Timing Analysis (MBPTA)}.

2.1 \textbf{probabilistic Worst-Case Execution Time (pWCET)}

The term \textit{probabilistic Worst-Case Execution Time (pWCET)} distribution has been used widely in the literature, with a number of different definitions given. Below, we provide an overarching definition of the term. (We use calligraphic characters, such as \(\mathcal{X}\), to denote random variables).

\begin{definition}
The \textit{probabilistic Worst-Case Execution Time (pWCET)} distribution for a program is the least upper bound, in the sense of the greater than or equal to operator \(\succeq\) (defined below), on the execution time distribution of the program for every valid scenario of operation, where a \textit{scenario} of operation is defined as an infinitely repeating sequence of input states and initial hardware states that characterise a feasible way in which recurrent execution of the program may occur.
\end{definition}

\(^5\) \url{http://www.proxima-project.eu/}
Definition 3. (From Diaz et al. [44]) The probability distribution of a random variable $X$ is greater than or equal to (i.e. upper bounds) that of another random variable $Y$ (denoted by $X \Succcurlyeq Y$) if the Cumulative Distribution Function (CDF) of $X$ is never above that of $Y$, or alternatively, the 1-CDF of $X$ is never below that of $Y$.

Graphically, Definition 2 means that the 1-CDF of the pWCET distribution is never below that of the execution time distribution for any scenario of operation. Hence the 1-CDF or exceedance function of the pWCET distribution may be used to determine an upper bound on the probability $p$ that the execution time of a randomly selected run of the program will exceed an execution time budget $x$, for any chosen value of $x$. This upper bound is valid for any feasible scenario of operation.

![Figure 2](image-url) Exceedance function or 1-CDF for the pWCET distribution of a program, and also execution time distributions for specific scenarios of operation.

Figure 2 illustrates the execution time distributions of a number of different scenarios of operation (solid lines), the precise pWCET distribution (red dashed line) which is the least upper bound (i.e. the point-wise maxima of the 1-CDF) for all of these distributions, and also some arbitrary upper bound pWCET distribution (red dotted line) which is a pessimistic estimate of the precise pWCET. Also shown (on the y-axis) is an upper bound $p$ on the probability that any randomly selected run of the program will have an execution time that exceeds $x$ (on the x-axis). The value $x$ is referred to as the pWCET estimate at a probability of exceedance of $p$. (More formally, the least upper bound pWCET distribution is given by $\sup_{\theta \in \Theta} \bar{F}_\theta$, where $\bar{F}_\theta$ is the 1-CDF for scenario of operation $\theta$, and $\Theta$ is the space of all valid scenarios of operation).

Note that the greater than or equal to relation $\Succcurlyeq$ between two random variables does not provide a total order, i.e. for two random variables $X$ and $Z$ it is possible that $X \Succcurlyeq Z$ and $Z \Succcurlyeq X$. Hence the precise pWCET distribution may not correspond to the execution time distribution for any specific scenario. This can be seen in Figure 2, considering the execution time distributions $X$, $Y$ and $Z$. It is the case that $X \Succcurlyeq Y$, but $X \Succcurlyeq Z$ and $Z \Succcurlyeq X$. By contrast, as the greater than or equal to relation for scalars ($\geq$) does provide a total order, the precise WCET does correspond to the execution time for some specific run of the program.
The WCET upper bounds all possible execution times for a program, independent of any particular run of the program. Similarly, the pWCET distribution upper bounds all possible execution time distributions for a program, independent of any particular scenario of operation.

We note that the term pWCET is open to misinterpretation and is often misunderstood. To clarify, it does not refer to the probability distribution of the worst-case execution time, since the WCET is a single value. Rather informally, following Definition 2, the pWCET may be thought of as the “worst-case” (in the sense of upper bound) probability distribution of the execution time for any scenario of operation.

Below, we provide some simple hypothetical examples that illustrate the meaning of the pWCET distribution.

Consider a program \( A \) running on time-randomised hardware. Further, assume that the program has two paths which may be selected based on the value of an input variable. The discrete probability distributions \( X \) and \( Y \) of the execution time of each path may be described by probability mass functions as follows:

\[
X = \begin{pmatrix}
10 & 20 & 30 & 40 \\
0.4 & 0.3 & 0.2 & 0.1
\end{pmatrix} \\
Y = \begin{pmatrix}
20 & 30 & 40 & 50 \\
0.8 & 0.15 & 0.04 & 0.01
\end{pmatrix}
\]

Indicating, among other things, that there is a probability of 0.1 that the execution time of the first path is 40 and a probability of 0.01 that the execution time of the second path is 50.

The Complementary Cumulative Distribution Function (1-CDF) or Exceedance Function defined as \( \bar{F}_X(x) = P(X > x) \) is given by:

\[
\bar{F}_X = \begin{pmatrix}
0 & 10 & 20 & 30 & 40 \\
1 & 0.6 & 0.3 & 0.1 & 0
\end{pmatrix} \\
\bar{F}_Y = \begin{pmatrix}
0 & 10 & 20 & 30 & 40 & 50 \\
1 & 1 & 0.2 & 0.05 & 0.01 & 0
\end{pmatrix}
\]

The precise pWCET distribution for the two paths can be found by taking the point-wise maxima of their exceedance functions. Hence:

\[
pWCET = \begin{pmatrix}
0 & 10 & 20 & 30 & 40 & 50 \\
1 & 1 & 0.3 & 0.1 & 0.01 & 0
\end{pmatrix}
\]

Note that the above pWCET distribution is precise on the assumption that repeatedly executing one path or the other or any combination of them is a valid scenario of operation, otherwise it may be that it is an upper bound rather than the precise pWCET.

Observe that the program has a WCET of 50, which equates to the last value in the pWCET distribution (where the 1-CDF becomes zero). The pWCET distribution gives more nuanced information than this single value, as it upper bounds the probability of occurrence of the extreme execution time values (e.g. 30, 40, and 50) that occur rarely and form the tail of the distribution.

Execution on time-randomised hardware is not the only way in which a non-degenerate\(^6\) pWCET distribution can arise. As an alternative, consider another program \( B \) that implements a software state machine with four states and hence four paths that runs on time-predictable hardware. Here the main factor which affects the execution time is the path taken, which is determined by the value of the software state variable. For this program, all valid scenarios of operation involve the software state variable cycling through its four possible values in order, and hence the four possible paths executing in order on any four consecutive runs of the program. Further, assume that there is a small variability in the execution time of each path depending on the value of some input variable, which may take any value on any run. Hence the execution

\(^6\) A degenerate distribution has only a single value.
times of the different paths are $10 \pm 2$, $20 \pm 2$, $30 \pm 2$, and $40 \pm 2$, each with a probability of 0.25. For this program, the pWCET distribution valid for any scenario of operation is:

$$pWCET = \begin{pmatrix} 0 & 12 & 22 & 32 & 42 \\ 1 & 0.75 & 0.5 & 0.25 & 0 \end{pmatrix}$$

Finally, consider a program $C$ which again runs on time-predictable hardware. This program has an input variable $v$ which may take one of four values selecting one of four different paths. The execution times of the paths are 10, 20, 30, and 40. Further, we are given some additional information about all the valid scenarios of operation, over a large number of runs of the program, the first 3 input values occur with the same probability, while the 4th is a fault condition that occurs at most 1% of the time. The pWCET distribution is as follows:

$$pWCET = \begin{pmatrix} 0 & 10 & 20 & 30 & 40 \\ 1 & 0.67 & 0.34 & 0.01 & 0 \end{pmatrix}$$

We note that in all three examples, the pWCET distribution upper bounds the execution time distribution for a randomly selected run of the program in any scenario of operation. However, it is not always the case that the pWCET distribution is probabilistically independent of the value realised for the execution time of previous runs of the program. For example in the case of program $B$, the pWCET distribution does not provide a valid upper bound on the execution time distribution of the program conditional on specific execution times having occurred for previous runs. (If the previous execution time of the program was 30, then the execution time of the current run has a probability of 1 of exceeding 32, since the state variable will increment by 1 and the longest path will be selected with an execution time of $40 \pm 2$). Further, in the case of program $C$, although the fault condition may occur only 1% of the time, there may well be a cluster of faults. Hence for programs $B$ and $C$, it is not valid to compose the pWCET distributions using basic convolution to obtain a bound on the interference (total execution time) of two or more runs of the program. This has implications for how the pWCET distribution may be used in probabilistic schedulability analysis, which are discussed in the companion survey on that topic [38].

Definition 4. Two random variables $X$ and $Y$ are probabilistically independent if they describe two events such that knowledge of whether one event did or did not occur does not change the probability that the other event occurs. Stated otherwise, the joint probability is equal to the product of their probabilities $P(\{X = x\} \cap \{Y = y\}) = P(X = x) \cdot P(Y = y)$. (In this context, the events are the execution times of runs of the program taking certain values).

We note that while the above simple examples are useful to illustrate the concept of a pWCET distribution, in practice the exceedance probabilities of interest are very small, typically in the range $10^{-4}$ to $10^{-15}$. These probabilities derive from the acceptable failure rate per hour of operation for the application considered. (Note, the relationship between failure rates per hour of operation and probabilities of timing failure depend on various factors considered in fault tree analysis, including any mitigations and recovery mechanisms that may be applied in the event of a timing failure [50], see the companion survey [38] for further discussion).

It is interesting to consider the use and interpretation of the pWCET distribution for a program. Let us assume that the program will be run repeatedly a potentially unbounded number of times, and that a fixed execution time budget of $x$ applies to each run. Further, we assume that this budget is enforced by the operating system, and therefore that any run of the program which has not completed within an execution time of $x$ is terminated and assumed to have failed. The pWCET distribution provides the following information (by reading off the probability of exceedance $p$ associated with the execution time budget $x$, see Figure 2):
(i) An upper bound $p$ on the probability (with a long-run frequency interpretation) equating to the number of runs expected to exceed the execution time budget $x$ divided by the total number of runs in a long (tending to infinite) time interval.

(ii) An upper bound $p$ on the probability that the execution time budget $x$ will be exceeded on a randomly selected run. (This is broadly equivalent to the above long-run frequency interpretation).

Contrast this with the binary information provided by the WCET. If $x$ is greater than or equal to the WCET, then we can expect the budget to never be exceeded. However, if $x$ is less than the WCET, then we expect the budget to be exceeded on some runs, but we have no information on how frequently this may occur. Hard real-time systems in many application domains can in practice tolerate a small number of consecutive failures of a program to meet its execution time budget, but cannot tolerate long black-out periods when every run fails to complete within its budget. The problem of reconciling requirements on the length of potential black-out periods and a probabilistic treatment of execution times has, as far as we are aware, received little attention in the literature. We note that calculation of the probability of such black-out periods occurring requires information about the dependences (or independence) of the pWCET distributions for consecutive runs of the program. This topic is discussed further in the companion survey on probabilistic schedulability analysis [38].

We note that some researchers have interpreted the pWCET distribution as giving the probability or confidence $(1 - p)$ that the WCET does not exceed some value $x$. This interpretation can be confusing, since the meaning of the WCET is normally taken to be the largest possible execution time that could be realised on any single run of the program, as in Definition 1. Instead, in line with Definition 2 and (i) above, we view the 1 - CDF of the pWCET distribution as providing, for any chosen value $x$ for the execution time budget, an associated upper bound probability $p$ (with a long-run frequency interpretation) equating to the number of runs of the program expected to exceed the execution time budget $x$ divided by the total number of runs of the program in a long time interval.

### 2.2 Overview of Static Probabilistic Timing Analysis (SPTA)

The aim of Static Probabilistic Timing Analysis (SPTA) methods is to construct an upper bound on the pWCET distribution of a program by applying static analysis techniques to the code of the program (supplemented by information about input values) along with an abstract model of the hardware behaviour. Typically, a precise analysis is not possible due to issues of tractability, and thus over-approximations are made which may lead to pessimism in the upper bound pWCET distribution computed. For static analysis to produce a non-degenerate pWCET distribution there has to be some part of the system or its environment that contributes random or probabilistic timing behaviour.

SPTA methods for programs running on time-randomised hardware (e.g. with a random replacement cache) effectively consider each path through the code. For each path, these methods construct a pWCET distribution that upper bounds the probability distribution of the execution time for that path, considering all possible initial hardware states and all possible input states that cause execution of the path. For simple hardware, it is sufficient to consider an empty cache (the worst-case hardware state) and a single input state that drives the path, since there is no difference in execution times for different inputs that select the same path. Nevertheless, significant approximations need to be made in the analysis, since the problem of determining the possible cache states and their probabilities at each program point is intractable. The upper bound pWCET distributions for every path are then combined using an envelope function (taking the point-wise maxima over the 1-CDFs) to determine an upper bound on the pWCET distribution.
for the program that is valid \textit{independent} of the path taken. (More sophisticated SPTA methods analyse sub-paths and use appropriate join operations at path convergence to compute tighter upper bounds on the pWCET distribution of the program). While the results provide a valid upper bound on the pWCET distribution, they are not necessarily tight even for simple architectures.

Note that SPTA methods typically do not explicitly consider different valid scenarios of operation, but rather they effectively assume that any scenario (sequence of input states and hardware states) could occur, and thus over-approximate.

2.3 Overview of Measurement-Based Probabilistic Timing Analysis (MBPTA)

The aim of Measurement-Based Probabilistic Timing Analysis methods is to make a \textit{statistical estimate} of the pWCET distribution of a program. This estimate is derived from a sample of execution time observations obtained by executing the program on the hardware or on a cycle accurate simulator according to an appropriate \textit{measurement protocol}. The measurement protocol executes the program multiple times according to some sequence(s) of feasible input states and initial hardware states, thus sampling one or more possible scenarios of operation.

Provided that the sample of execution time observations passes appropriate statistical tests (see below), then \textit{Extreme Value Theory} (EVT) can be used to derive a statistical estimate of the probability distribution of the \textit{extreme values}\(^7\) of the execution time distribution for the program, i.e. to estimate the pWCET distribution. By modelling the shape of the distribution of the extreme execution times EVT is able to predict the probability of occurrence of execution time values that exceed any that have been observed.

Early results in Extreme Value Theory required the sample of observations used to be \textit{independent and identically distributed} (i.i.d.); however, later work by Leadbetter \cite{81} showed that EVT can also be applied in the more general case of a series of observations which are \textit{stationary}, but are not necessarily independent. Both i.i.d. and stationary properties can be checked using appropriate statistical tests.

\begin{itemize}
  \item \textbf{Definition 5.} A sequence of random variables (i.e. a series of observations) are \textit{independent and identically distributed} (i.i.d.) if they are mutually independent (see Definition 4) and each random variable has the same probability distribution as the others.
  \item \textbf{Definition 6.} A sequence of random variables (i.e. a series of observations) is \textit{stationary} if the joint probability distribution does not change when shifted in time, and hence the mean and variance do not change over time.
\end{itemize}

We note that simple software state machines that produce a cyclically repeating behaviour typically result in a stationary series of execution time observations.

In order for the estimated pWCET distribution derived by EVT to be valid for a future scenario of operation, then the sample of input states and initial hardware states used for analysis must be \textit{representative} of those that will occur during that scenario.

\begin{itemize}
  \item \textbf{Definition 7.} A sample of input states and initial hardware states used for analysis is \textit{representative} of the population of states that may occur during a future scenario of operation if the property of interest (i.e. the pWCET distribution) derived from the sample of states used for analysis matches or upper bounds the property that would be obtained from the population of states that occur during the scenario of operation.
\end{itemize}

\(^7\) By \textit{extreme values} we mean large values towards the tail of the distribution, which have a small probability of occurrence.
Definition 8. As determined by MBPTA, the estimated pWCET distribution for an entire program (or path through a program) is a statistical estimate of the probability distribution of the extreme values of the execution time of that program (or path), valid for any future scenarios of operation that are properly represented by the sample of input states and initial hardware states used in the analysis.

Ideally, MBPTA would provide a pWCET distribution which is valid for any of the many possible scenarios of operation; however, an important issue here is that there may not be one single distribution of input states and hardware states that is representative of all possible future scenarios of operation. This issue of representativity is a key open problem in research on the practical use of MBPTA.

The difficulty in ensuring representativity can be ameliorated by taking steps to make regions of the input state space equivalent in terms of execution time behaviour, similarly regions of the hardware state space. As a simple example, a floating point operation may have a variable latency that depends on the values of its operands; however, if a hardware test mode is used whereby the floating point operation always takes the same worst-case latency regardless of these values, then any arbitrary values can be chosen, and they will be representative (as far as execution times are concerned) of any other possible values in the input state space. Similarly, a fully associative random replacement cache can make many, but not necessarily all, patterns of accesses to data at different memory locations have equivalent execution time behaviour. Unfortunately, these steps typically require modifications to the hardware used. The problem of representativity is most acute for COTS (Common Off The Shelf) hardware. In particular, it is challenging to ensure representativity with hardware that has complex deterministic behaviour based on substantial state and history dependency. Examples include LRU/PLRU caches, and caches with a write-back behaviour. Here, the latency of instructions that access memory can vary significantly based on the specific history of prior execution, i.e. the specific sequence of addresses accessed. Further, it is hard to determine which regions of the input state space are equivalent in terms of execution time behaviour. This makes it very difficult to ensure that the input data used is representative.

Two EVT theorems and associated methods have been employed in the literature on MBPTA: the Block Maxima method based on the Fisher-Tippett-Gnedenko theorem, and the Peaks-over-Threshold (PoT) method based on Pickands-Balkema-de Haan theorem (see the books by Coles [32] and Embrechts et al. [46] for details of these theorems).

The Block Maxima method can be summarised as follows:

- Obtain a sample of execution time observations using an appropriate measurement protocol.
- Check, via appropriate statistical tests, that the execution time observations collected are analysable using EVT.
- Divide the sample into blocks of a fixed size, and take the maximum value for each block. (Note, in practice only the maxima of the blocks need be independent for the theory to apply, not necessarily all of the sample data).
- Fit a Generalised Extreme Value (GEV) distribution to the maxima. This will be a reversed Weibull, Gumbel, or Frechet distribution, depending on the shape parameter. (Alternatively fit a GEV with the shape parameter fixed to zero i.e. a Gumbel distribution).
- Check the goodness of fit between the maxima and the fitted GEV (e.g. using quantile plots).
- The GEV distribution obtained for the extreme values estimates the pWCET distribution.

The Peaks-over-Threshold method can be similarly summarised as follows:

- Obtain execution time observations using an appropriate measurement protocol.
- Check, via appropriate statistical tests, that the execution time observations collected are analysable using EVT.
Choose a suitable threshold, and select the values that exceed the threshold. Note that de-clustering\(^8\) may be required for data that is not independent.

1. **Per-path:** MBPTA is applied at the level of paths. A measurement protocol is used to exercise all feasible paths, then the execution time observations are divided into separate samples according to the path that was executed. EVT is then used to estimate the pWCET distribution for each path. The pWCET distribution for the program as a whole is then estimated by taking an upper bound (an envelope or point wise maxima on the 1 - CDFs) over the set of pWCET estimates for all paths.

2. **Per-program:** MBPTA is applied at the level of the program. A measurement protocol is again used to exercise all paths. In this case, all of the execution time observations are grouped together into a single sample. EVT is then applied to that sample, thus estimating directly the pWCET distribution for the program.

There are a number of advantages and disadvantages to the per-path and per-program approaches for MBPTA. Recall that the execution time observations analysed using EVT must be identically distributed, which can be checked using appropriate statistical tests. In the per-program case, these tests can fail if the execution times from different paths come from quite different distributions. The independent distribution (i.d.) tests could also fail in the case of observations for an individual path; however, for this to happen there must be significant differences in the execution time distributions obtained for the same path with different input states. This is less likely in practice, although it may still happen.

With the per-path approach, issues of representativity arise only at the level of paths, whereas the per-program approach raises issues of representativity at the program level. With the per-path approach, it is sufficient that the sample of input states and initial hardware states used to generate execution time observations for a given path are representative of the input states and hardware states for that path that could occur during operation. For example, for relatively simple time-randomised hardware it may be possible to obtain a single representative input state for each path by resetting the hardware on each run to obtain worst-case initial conditions (e.g. an empty cache). For more complex hardware, it becomes more difficult to ensure that the input states and initial hardware states used in the analysis of an individual path are representative; nevertheless, the problem is somewhat simpler than in the per-program case.

With the per-program approach, the frequency at which different paths are exercised in the observations used for analysis can impact the pWCET distribution obtained. For example if a path with large execution times is exercised much more frequently during operation than it was during analysis, then the pWCET distribution obtained during analysis may not be valid for that behaviour. Since the sample of input states used during analysis was not representative, the pWCET distribution obtained may be optimistic.

Despite the above disadvantages, the per-program approach may be preferable in practice, since it does not require the user to separate out the execution time observations on a per-path basis.

---

\(^8\) De-clustering typically involves using only the single maximum value in any group of continuous observations that exceeds the threshold.
Further, the per-path approach loses information about the ordering and dependences between execution time observations, which may be relevant to obtaining a tight pWCET distribution.

In seeking to employ EVT, there are two questions to consider: First, are the samples of observations obtained for input into EVT representative of the future scenarios of operation that can occur once the system is deployed? If the answer to this question is “no”, then any results produced (e.g. estimated pWCET distributions) cannot be trusted to describe the behaviour of the deployed system. Secondly, can the particular EVT method chosen be applied to the observations? This question can be answered by applying appropriate statistical tests (e.g. checking for i.i.d., goodness-of-fit etc.). It is important to note that an answer “yes” to this second question does not necessarily imply that the results produced provide a sound\(^9\) description of the behaviour of the deployed system. They may only provide a sound description of its behaviour in precisely those scenarios used for analysis, i.e. used to produce the observations. Representativity is essential to extend the results obtained via EVT to the actual operation of the system.

3 Static Probabilistic Timing Analysis (SPTA)

In this section, we review analytical approaches to determining pWCETs distributions, commonly referred to as Static Probabilistic Timing Analysis (SPTA). These methods construct an upper bound on the pWCET distribution of a program by applying static analysis techniques to the code of the program along with an abstract model of the hardware behaviour. In order for static analysis to produce a (non-degenerate) pWCET distribution there has to be some part of the system or its environment that contributes variability in terms of random or probabilistic timing behaviour. Examples include: (i) probabilities of certain inputs occurring, (ii) probabilities of faults occurring, (iii) time-randomised hardware behaviour, such as the use of random replacement caches. In the following subsections, we review the research on SPTA relating to each of these factors.

3.1 SPTA based on Probabilities from Inputs

Initial work on SPTA considered the probability of different input values occurring, or different conditional branches being taken in the code.

The first work in this area by David and Puaut [35] in 2004 assumed that the input variables are independent and have a known probability distribution in terms of the values that they can take. In this work, a tree-based static analysis is used to compute the execution time of each path and the probability that it will be taken. This generates a probability distribution for the execution time of the program, not considering hardware effects. The method has exponential complexity, which depends strongly on the external variables. The main drawback is the requirement for the input variables to be independent, which is unlikely to be the case in practice. Further the probability distribution for each input variable must be known.

In 2008, Liang and Mitra [86] analysed the effects of cache on the probability distribution of the execution times of a program, assuming that probabilities of conditional branches and statistical information about loop bounds are provided. They introduce the concept of probabilistic cache states to capture the probability distribution of different cache contents at each program point, and an appropriate join function for combining these states. The analysis computes the cache miss probability at each program point enabling the effects of the cache to be included in

\[^9\] In this survey, we use the adjective sound to indicate a description, an analysis, or a probability distribution that provides information about the system that is not optimistic with respect to its timing behaviour. Thus the information provided may be precise, or it may be pessimistic.
an estimation of the execution time distribution of the program. Aside from issues of tractability, the main difficulty with this approach is the assumption that values for the probability of taking different conditional branches can be provided, and the implicit assumption that these values are path independent, which they may not be.

### 3.2 SPTA based on Probabilities from Faults

Systems may exhibit probabilistic behaviour due to the occurrence of faults, either external to the microprocessor, for example due to sensor failures, or internal to it, for example due to faulty cache lines.

The initial work in this area by Hofig [62] in 2012 introduced a methodology for Failure-Dependent Timing Analysis. This combines static WCET analysis of the code with probabilities propagated from a safety analysis model. Thus a set of WCET bounds are obtained that are associated with particular situations, for example a combination of sensor failures, and probabilities that those situations will occur. These values can then be used to determine a valid WCET at any given acceptable deadline miss probability. The work assumes that sensor failures are independent. The authors argue that when failures are dependent then this dependence can be captured in the safety analysis resulting in revised probabilities for the different situations considered.

In 2013, Hardy and Puaut [58] presented a SPTA for systems with deterministic instruction caches in the presence of randomly occurring permanent faults affecting the RAM cells that implement the cache lines. This method first computes the WCET assuming no faults, and then determines an upper bound on the probabilistic timing penalty due to the additional fault induced cache misses. The timing penalty is derived independently for each cache set, and the results combined to obtain the overall penalty. The motivation for this work is that as microprocessor technology scales decrease so the probability of permanent RAM cell failures will increase. A journal extension by the same authors [59] examines the scalability of the method to larger cache sizes, and also covers the effect of different values for the failure probability of memory cells, reflecting different technology scales.

More recently in 2016, Chen et al. [31] presented a SPTA for systems with a random replacement cache subject to both transient and permanent faults. This approach uses a Markov Chain model to capture the evolution of cache states and their probabilities. The cache states are modified taking account of the impact of faults, and hence the resulting pWCET distributions obtained reflect the fault rates specified as well as the random replacement policy of the cache. The evaluation shows that the method produces tight bounds with respect to simulation results. The cache assumed is however only 2-way, hence it is not clear whether the method scales to larger cache associativities. In a subsequent paper, also in 2016, Chen et al. [29] addressed an issue with their previous work whereby increasing permanent fault rates substantially degrades the pWCET. In this work they compare the previous rule-based detection mechanism with a more complex method that uses Dynamic Hidden Markov Model detection. The former is simple to implement, but the latter is significantly more effective, providing better pWCET estimates for high fault rates.

### 3.3 SPTA based on Probabilities from Random Replacement Caches

Caches are small fast memories used to bridge the speed difference between the processor and main memory. Access times to cache can be in the region of 10 to 100 times faster than accesses to main memory, thus cache often has a significant impact on the execution time of programs. Much of the work on SPTA (and indeed MBPTA) has focussed on caches that use a random replacement policy. Before reviewing this work, we outline some fundamentals about caches and their operation.
Main memory, used to store both instructions (the program) and data, is logically divided up into memory blocks, which may be cached in cache lines of the same size. When the processor requests a memory block, the cache logic has to determine whether the block already resides in the cache, a *cache hit*, or not, a *cache miss*. To facilitate efficient look-up each memory block can typically only be stored in a small number of cache lines referred to as a *cache set*. The number of cache lines or *ways* in a cache set gives the *associativity* of the cache. A cache with \( N \)-ways in a single set is referred to as *fully-associative*, meaning a memory block can map to any cache line. At the other extreme, a cache with \( N \) sets each of 1-way is referred to as *direct-mapped*; here each memory block maps to exactly one cache line. With set-associative and direct mapped caches, a *placement policy* is used to determine the cache set that each memory block maps to. The most common policy is modulo placement which uses the least significant bits of the block number to determine the cache set. Since caches are usually much smaller than main memory, a *replacement policy* is used to decide which memory block (i.e. cache line in the set) to replace in the event of a cache miss. Replacement policies include Least Recently Used (LRU), Pseudo LRU (PLRU), FIFO, and Random Replacement. Early work by Smith and Goodman [121, 122] in 1983 considered FIFO, LRU, and random replacement caches, concluding that the performance of random replacement is superior to FIFO and LRU, when the number of memory blocks accessed in a loop exceeds the size of the cache. LRU is superior when it does not.

The origins of SPTA for systems with random replacement caches can be traced to initial work by Quinones et al. [106] and Cazorla et al. [26] which provided a simple analysis restricted to single-path programs. Subsequently, Davis and Altmeyer and their co-authors Griffin and Lesage developed more sophisticated and precise analysis that also covers multi-path programs [39, 7, 6, 52, 83, 82].

The early work of Quinones et al. [106] in 2009 explored, via simulation, the performance of caches with a random replacement policy compared to LRU. The evaluation involves programs with a number of functions (greater than the cache associativity) called from within a loop. The different cases explored correspond to different memory layouts for the functions. Here, a small number of layouts result in pathological access patterns (referred to as *cache risk patterns* [95]) where, assuming LRU replacement, each function evicts the instructions for the next function from the cache. The simulation results show that random replacement has better performance than LRU in these cases, and lower variability in performance over the range of memory layouts explored. Further, when the code is too large to fit in the cache, then LRU has relatively poor performance, with random replacement providing better cache hit rates and less variability across different layouts. The authors suggest a simple method of statically computing the probability of pathological behaviour in the case of a random replacement cache; however, this formulation was later shown to be optimistic (i.e. unsound) by Davis et al. [39], since random replacement does not eliminate all of the dependences on access history.

In 2011, Burns and Griffin [23] explored the idea of predictability as an emergent behaviour. They show that if components are designed to exhibit independent random behaviour, then an execution time budget with a low probability of failure can be estimated that is not much greater than the average execution time. Their experiments examine hypothetical programs made up of instructions with execution times that are independent and identically distributed (i.i.d). The execution of each instruction is assumed to take either 1 cycle (representing a cache hit) or 10 cycles (representing a cache miss), with a 10% probability of the latter. Thus the average execution time of an instruction is 1.9 cycles. The authors found that for programs of more than \( 10^5 \) instructions, the execution time budget at an exceedance probability of \( 10^{-9} \) was only a few percent larger than the average execution time. They note, however, that current hardware does not result in instructions with random execution times.
A simple SPTA for caches with an *evict-on-access*\textsuperscript{10} random replacement policy based on reuse distances was presented by Cazorla et al. [26] in 2013. This analysis upper bounds the probability of a miss on each access in a way that is independent of the execution history, thus enabling the distributions for each access to be combined using basic convolution to produce a pWCET distribution for the execution of a trace of instructions, i.e. a single path through the program. Comparisons are made with analysis for a LRU cache, showing that random replacement is less sensitive to missing information. Reineke [108] later observed that the formula given for a random replacement cache reduces to zero whenever the re-use distance is equal to or exceeds the cache associativity. Hence, in a like-for-like comparison, analysis for LRU strictly dominates that for random replacement presented in this paper. We conclude that the results given by Cazorla et al. are somewhat misleading; they are an artefact of the difference in associativity rather than a difference in replacement policy, since 2-, 4-, and 8-way LRU caches are compared to a fully-associative random replacement cache. We note; however, that when more precise analysis of a random replacement cache is used there are some circumstances when it can outperform state-of-the-art analysis for LRU, as shown by Altmeyer et al. [6] in 2015.

In 2013, Davis et al. [39] introduced a SPTA technique based on re-use distances that is applicable to random replacement caches that use an *evict-on-miss policy*\textsuperscript{11}. This dominates the earlier analysis of Cazorla et al. [26] which assumes evict-on-access. The authors show that it is essential that any analysis providing probability distributions per instruction that are then convolved to form a pWCET distribution for the program must provide distributions for each instruction that are independent of the pattern of previous hits or misses, otherwise the analysis risks being unsound (i.e. optimistic). The authors extend their analysis to cover multi-path programs and the effect of preemptions. By taking a simplified view of preemption, effectively considering that it flushes the cache, they derive analysis that bounds the maximum impact of multiple preemptions on a program and show how computation of probabilistic cache related preemption delays (pCRPD) can be integrated into SPTA. We note that although the analysis is presented for fully associative caches, it is also applicable to set-associative caches, since each cache set operates independently.

Subsequently in 2014, Altmeyer and Davis [7] introduced effective and scalable techniques for the SPTA of single path programs assuming random replacement caches that use the evict-on-miss policy. They show that formulae previously published by Quinones et al. [106] and Kosmidis et al. [68] for the probability of a cache hit can produce results that are optimistic and hence unsound when used to compute pWCET distributions. In contrast, the formula given by Davis et al. [39] is shown to be optimal with respect to the limited information it uses (reuse distances and cache associativity), in the sense that no improvements can be made without requiring additional information. The authors also introduce an improved technique based on the concept of *cache contention* which relates to the number of cache accesses within the reuse distance of a memory block that have already been considered as potentially being a cache hit. An exhaustive approach is also derived that computes exact probabilities for cache hits and cache misses, but is intractable. They then combine the exhaustive approach focussing on a small number of the most *relevant* memory blocks with the cache contention approach for the remaining memory blocks.

Altmeyer et al. [6] extended their earlier work [7] in a journal publication in 2015. In this paper, they introduce a new formula for the probability of a cache hit based on stack distance, correct an error in the formulation of basic cache contention, and provide an alternative cache

\textsuperscript{10}The evict-on-access random replacement policy evicts a randomly chosen cache line whenever an access is made to the cache, irrespective of whether that access is a cache hit or a cache miss.

\textsuperscript{11}The evict-on-miss random replacement policy evicts a randomly chosen cache line whenever an access is made to the cache and that access is a cache miss.
contention approach based on the simulation of a feasible evolution of the cache contents. Both cache contention approaches are formally proven correct, and are shown to be incomparable with the new stack distance approach. They also present an alternative more powerful heuristic for selecting relevant memory blocks, with blocks no longer considered as relevant once they are no longer used. This improves accuracy, while ensuring that the analysis remains tractable. The evaluation shows that the cache contention techniques improve upon simple methods that rely on reuse distance or stack distance, and that the combined approach with 4 to 12 relevant memory blocks makes further substantial improvements in precision. Specific comparisons with LRU show that the simple reuse distance and stack distance approaches are always outperformed, in fact dominated, by analysis for LRU. In contrast, the sophisticated combined analyses for random replacement caches are incomparable with those for LRU. LRU is more effective when the number of memory blocks accessed in a loop does not exceed the associativity of the cache, whereas random replacement is more effective when they do.

In 2014, Griffin et al. [52] applied lossy compression techniques to the problem of SPTA for random replacement caches. They built upon the exhaustive collecting semantics approach developed by Altmeyer and Davis [7], exploiting three opportunities to improve runtime while trading off some precision: (i) memory block compression, (ii) cache state compression, and (iii) history compression. Two methods of memory block compression were considered. The first excludes memory blocks with a hit probability below some threshold, while the second excludes those with a forward reuse distance that exceeds a given threshold. Both cache state and history compression are applied via the use of fixed precision fractions. The lossy compression techniques are highly parameterisable enabling a trade-off between precision and runtime. Further, the runtime is linear in the length of the address trace, compared to quadratic complexity for the combined technique derived by Altmeyer and Davis [7].

An effective SPTA for multi-path programs assuming a random replacement cache was developed by Lesage et al. [83] in 2015. This work adapts the cache contention and collecting semantics approach derived by Altmeyer and Davis [7] to the multi-path case. It also introduces a conservative join function which provides a sound over-approximation of the possible cache contents and pWCET distribution on path convergence. The analysis makes use of the control-flow graph. It first unrolls loops, since this allows both the cache contention and collecting semantics to be performed as simple forward traversals of the control-flow graph. Approximation of the incoming cache states on path convergence, via the conservative join operator, keeps the analysis tractable. The distributions obtained via the cache contention and collecting semantics are then combined using convolution. The main analysis technique is supplemented by worst-case execution path expansion. This method uses the concept of path inclusion to determine when one path includes another, necessarily resulting in a larger pWCET distribution. This enables the included path to be removed from the analysis. This concept simplifies the analysis of loops, since only the maximum number of loop iterations need be considered. The evaluation shows that this multi-path SPTA reduces the number of misses predicted for complex control flows by a factor of 3 compared to the simple path merging approach proposed earlier by Davis et al. [39]. Incomparability between analysis for LRU and sophisticated analysis for random replacement caches is also demonstrated on multi-path programs. The authors also investigate the runtime of their methods, showing that it is tractable with 4-12 relevant memory blocks. To reduce the runtime for long programs they also consider splitting such programs into Single Entry Single Exit regions\footnote{An idea first suggested by Pasdeloup [104].} which can be analysed separately, with the pessimistic assumption of an empty cache at the start of each region. This approach is shown to be effective, permitting the use of more relevant memory blocks and
hence in some cases improving precision. In a journal extension, Lesage et al. [82] incorporate advances in SPTA techniques for single path programs into the analysis framework for multi-path programs.

In 2017, Chen and Beltrame [28] derived a SPTA for single path programs running on a system with an evict-on-miss random replacement set-associative cache. They use a non-homogeneous Markov chain to model the states of the system. For each step (i.e. memory access in the trace of the program), the method computes a state occurrence probability vector for the cache and a transition matrix which determines how the state vector is transformed. The computational complexity of the basic method increases as a polynomial with a large exponent given by the number of memory addresses. To contain the complexity and make the approach tractable, the authors adapt the method as follows. For the first \( n \) addresses, the state space is constructed using the Markov chain method as described above. Then when a new memory address is accessed that is not in the current state, another memory address that is part of the state and is either not used in the future, or has the longest time until it is used in the future, is discarded. This is a form of lossy compression that ensures the number of states does not increase further. The authors show how the method can be adapted to write-back data caches, and compare its performance with the SPTA method of Altmeyer at al. [6]. The evaluation shows that the adaptive Markov chain method provides improved performance, with the geometric mean of the execution times at an appropriate probability of exceedance reduced by 11% for the set of Mälardalen benchmarks studied. The runtime of the two methods is shown to be similar.

Also in 2017, Chen et al. [30] developed a SPTA for random replacement caches with a detection mechanism for permanent faults. The detection mechanism periodically checks the cache for faulty blocks and disables them. The analysis builds upon the combined approach of Altmeyer et al. [6]. The authors derive formula for two operating modes: with and without fault detection turned on. By combining these two modes, the method provides timing analysis accounting for the integrated fault detection. The experimental evaluation provides a comparison with simulation for the Mälardalen benchmarks, assuming a 2-way, 1 KByte instruction cache, with 16 byte cache lines, and a permanent fault rate that equates to a mean time between failures of 5 years. Other experiments consider higher fault rates, larger cache lines and a 4-way cache. The results show that when sufficient relevant blocks are used, SPTA provides results that are close to those obtained via simulation.

3.4 Summary and Perspectives

Static Probabilistic Timing Analysis (SPTA) for systems using random replacement caches has matured considerably since its origins in the work of Quinones et al. [106]. State-of-the-art techniques by Altmeyer et al. [6], Chen and Beltrame [28] and Lesage et al [83, 82] provide effective analysis for single and multi-path programs respectively on systems using set-associative or fully-associative random replacement caches. This analysis is however limited to systems with single-level private caches. As far as we are aware SPTA techniques have not yet been developed for multi-level caches or for multi-core systems where the cache is shared between cores. A preliminary discussion of these open problems can be found in the work of Lesage et al. [84] and Davis et al. [40] respectively.

4 Measurement-Based Probabilistic Timing Analysis (MBPTA)

In this section, we review Measurement-Based Probabilistic Timing Analysis (MBPTA) methods. These methods use statistical techniques based on Extreme Value Theory (EVT) to derive an estimate of the pWCET distribution of a program from a sample of execution time observations.
These observations are obtained by executing the program on the hardware or a cycle accurate simulator under a measurement protocol. The measurement protocol executes the program multiple times according to a set of test vectors and initial hardware states, thus sampling one or more possible scenarios of operation.

Whether or not useful results can be determined using MBPTA methods depends crucially on the sample of execution time observations obtained and their properties. Early work in this area required execution time observations to be independent and identically distributed (i.i.d.). Later work relaxed this assumption, but still required that the sequence of execution time observations exhibit stationarity and weak dependences. Further, the results are only valid for future scenarios of operation for which the sample of observations is representative (see Section 2.3).

In the following subsections, we review: (i) early research into MBPTA that requires execution time observations to be i.i.d., (ii) subsequent research that relaxes the i.i.d. assumption, (iii) research which focusses on issues of representativity.

4.1 EVT and i.i.d. observations

In this section, we review early work on MBPTA based on the application of Extreme Value Theory that assumes the execution time observations are i.i.d. This work began with a number of papers by Burns and co-authors Edgar and Griffin [22, 45, 51], and culminated with the work of Cucu-Grosjean et al. [34] which inspired a substantial body of subsequent research into MBPTA.

In 2000, Burns and Edgar [22] introduced the use of EVT (the Fisher-Tippett-Gnedenko theorem) in modelling the maxima of a distribution of program execution times. They motivate the work by noting that advanced processor architectures make it prohibitively complex or pessimistic to estimate WCETs using traditional static analysis techniques. The following year, Edgar and Burns [45] introduced the statistical estimation of the pWCET distribution for a task. They use measurements of task execution times to build a statistical model. These observations are assumed to be independent, obtained over a range of environmental conditions, and of sufficient number for generalisations to be applied. The method they propose involves fitting a Gumbel distribution directly to the observations, using a χ-squared test to determine the scale and location parameters. Such direct fitting is however not strictly correct, since the distribution is used to model the maxima of subsets of values, not all of the values themselves, as noted by Hansen et al. [57]. Further, there are also issues in using a χ-squared test, which is not well suited to this purpose, as noted by Cucu-Grosjean et al. [34]. The authors show that if all tasks are executed with execution time budgets that must sum to some fixed total, then the optimal setting for the budgets achieves that total with an equal probability of each task exceeding its budget.

In 2009, Hansen et al. [57] considered the use of EVT to estimate pWCET distributions with an appropriate level of confidence. They correct a key issue in the work of Edgar and Burns [45] by using the Block Maxima method. Here the observations of execution times are first grouped into blocks, then the maximum value is taken for each block. The Gumbel distribution is then fitted to the distribution of the block maxima, with a χ-squared test used to determine goodness of fit. The experimental evaluation presented involves over 100 tasks running on a commercial PowerPC-based device using the VxWorks operating system. The block size is initially set to 100, and doubled repeatedly if the χ-squared test does not indicate a sufficiently good fit. (We note that this doubling may have been sufficient to capture stationarity in the observations, see the later work of Santinelli et al. [112]). The Gumbel parameters were obtained by using linear regression on a QQ-plot. The results produced using EVT were validated against additional measurements (over 2 million in the case of one task reported upon in detail). These results show that the EVT method provides a much better estimate of the extreme values with respect to subsequent observations, than simply taking the maximum observed value and assuming that it is
the WCET. Nevertheless, there were some tasks where the rate at which execution times (captured during the validation stage) exceeded some large value was greater than the exceedance probability predicted by the Gumbel distribution, i.e. the pWCET distribution was optimistic.

The use of EVT to model the extreme execution times of programs was considered by Griffin and Burns [51] in 2010. They provide a critique, discussing a number of issues that need to be addressed in order for the results produced to be sound. These include issues relating to the use of upper bounds (e.g. Gumbel distribution) that are continuous when the possible execution times of a program may have large discrete steps, and the need for the observations used to be independent and identically distributed (i.i.d). They describe various ways in which observations may be dependent (e.g. via internal state such as cache contents, and also via external factors such as input variables that are affected by the previous outputs of the system leading to a history dependence). They also note that different paths through the program lead to different execution time distributions, and hence issues arise with the assumption that all the observations are identically distributed. Some possible solutions are suggested, such as shifting the 1 - CDF of the continuous distribution so that it upper bounds its discrete counterpart at all execution time values, including those that cannot actually be obtained. Possible solutions to issues with the i.i.d. assumption include resetting the system state between observations, and determining the set of potential worst-case paths by some other means, and then analysing each of those paths separately, i.e the per-path approach (discussed in Section 2.3).

In 2011, Lu et al. [89, 90] examined issues with the application of EVT highlighted by Griffin and Burns [51]. They address the requirement that the observations must be i.i.d. They note that a Gumbel distribution should not be directly fitted to the observations as done by Edgar and Burns [45], since the Gumbel (and other EV distributions) are intended to model distributions of the maxima (or minima) of a large number of random variables. Instead, the authors propose the use of Simple Random Sampling in terms of randomising program inputs, and dividing observations into groups of \( N \) sets, each of \( m \) observations, and only using the largest of the \( m \) observations in each set, i.e. the Block Maxima method. We note that Simple Random Sampling may break dependences in the observations with the potentially for pWCET estimates to then be optimistic. (The authors give no proof that re-sampling the observations in this way ensures a sound, i.e. pessimistic result).

In a seminal paper published in 2012, Cucu-Grosjean et al. [34] introduced a statistically sound method of applying EVT to probabilistic timing analysis, referred to in the paper as Measurement-Based Probabilistic Timing Analysis (MBPTA). This method uses end-to-end execution time measurements obtained from the system during testing. For the method to be applicable, the observations must be i.i.d. Statistical tests (two sample Kolmogorov-Smirnov test, and Runs test) are used to check that this is the case. The Block Maxima method is used to group the observations, and the Exponential Tail test is used to check if the distribution of the maxima fits the Generalised Extreme Value (GEV) distribution, in particular, a Gumbel distribution. The method also proposes an approach for determining the number of observations required for each program path. In applying MBPTA to multi-path programs, the authors note that path coverage is required, otherwise the requirements for i.i.d. observations would be broken, and give an example of how the results could be unsound in this case. With full path coverage; however, the method appears to be relatively insensitive to the number of observations on each path, provided there are sufficient of them. The authors further note that for the i.i.d. property to be preserved for multi-path programs, either the inputs can be selected randomly when making measurements and the observations grouped sequentially, or testing can be done with all possible inputs and then observations selected via random sampling without replacement when performing the grouping into blocks. We note that this may bias the block maxima towards the worst-case,
since if high execution times are grouped, random sampling may increase the likelihood that a block contains a high value. This can potentially result in both pessimism and optimism in the pWCET distribution, since it changes the shape of the distribution of the block maxima. The authors evaluate the method for both single-path and multi-path programs running on a simulated microprocessor with a random replacement cache. Comparisons against the simple SPTA method of Cazorla et al. [26] show that the pWCET distribution obtained via MBPTA typically overestimates that derived via SPTA by 3-15% at small probabilities. We note that since later work by Altmeyer et al. [6] shows that the SPTA method described by Cazorla et al. [26] typically produces results that have substantial pessimism, substantive conclusions cannot be drawn about the absolute accuracy of the MBPTA method from these comparisons.

4.2 EVT and observations with dependences

The initial work on MBPTA by Cucu-Grosjean et al. [34] in 2012 resulted in increased interest in this area of research. Subsequent developments have focussed on relaxing the i.i.d. assumption and thus facilitating analysis of systems where execution time observations exhibit dependences. Much of the work in this area emanates from Santinelli and his co-authors Melani, Berezovskyi, and Guet [93, 112, 16, 53, 54]. They leverage early work by Leadbetter et al. [81] in 1978 and Hsing [63] in 1991 showing that EVT can be applied to stationary and weakly dependent time series.

In 2013, Melani et al. [93] investigated the use of statistical methods based on EVT when execution time observations show dependences on some other event in the system. For example preemptive rather than non-preemptive scheduling, or different preempting tasks that either heavily load the processor or the cache. They suggest a characterisation of dependences by effectively shifting, by an amount $\Delta$, the pWCET distribution for a program as obtained in isolation. Evaluation shows that this method is effective for code from the Maladalen benchmark suite [56] running on an Intel Xeon processor with 3 levels of cache. A small shift, compared to the overall execution time, is sufficient to account for the effect of the events which the execution times are dependent on. We note that shifting the pWCET distribution in this way equates to adding a fixed overhead to account for the extra interference due to preemption and scheduling.

The case for applying EVT when there are dependences between observations was examined by Santinelli et al. [112] in 2014. They note the prior work by Leadbetter et al. [81] and investigate less constraining hypotheses than independence such as stationarity and extremal dependence. To verify stationarity, autocorrelation is computed using lag plots. Experimental evaluation on an Intel Xeon processor with four cores (per socket) and 3 levels of cache shows that there is sufficient execution time variability for EVT to be applied. Observations from multi-path code exhibit stationarity, but pass the tests required in order for EVT to be applied. This indicates that the use of time-randomised hardware (e.g. random replacement caches) is not necessary in order to apply EVT. They also discuss dependence between extreme samples. This can be depicted using an extremogram (described by Davis and Mikosch [36]), which shows whether extreme samples are correlated in terms of their separation, i.e. whether they are clustered, or distributed throughout the trace of observations. Further, the authors examine the effect on the pWCET distributions of choosing different values for the size of the blocks in the Block Maxima method and different thresholds in the Peaks-Over-Threshold (PoT) method. Significant sensitivity is demonstrated to these values, with a degradation in performance at larger block sizes. It is not clear whether this is because the total number of samples is kept constant and thus the larger block sizes equate to too few blocks. Similarly, using too high a threshold (equating to the 98 percentile) results in a very large pWCET estimation. Again it may be that too few samples remain. We note that while this work provides useful insight into the importance of appropriate parameter selection, no guidance is given on how such parameters should be selected to achieve accurate results.
In 2014, Berezovskyi et al. [16] investigated the use of MBPTA techniques based on EVT to estimate the pWCET of CUDA kernels running on an NVIDIA GPU. They discuss the use of the Generalised Extreme Value (GEV) distribution, and developments that show that independence of observations is not necessary for the application of EVT. They note the prior work by Leadbetter et al. [81] and Hsing [63] and recount theorems relating to EVT for sequences with long range independence and extremal independence [81], and note that randomness is not sufficient in itself to show independence in these cases. Further, the Runs test previously used by Cucu-Grosjean et al. [34] does not suffice; rather time series tests based on auto-regression and autocorrelation are needed. The authors suggest the use of lag plots to determine autocorrelation. They use autocorrelation tests together with the notion of stationarity to quantify statistical independence. They also use an autoregressive model to determine the stationarity of a trace of observations. The Ljung-Box test is used to look for correlations between lags. Finally, extremeograms are used to estimate dependence at the extreme values. The evaluation uses a Kepler GK104 GPU. Tests on the trace of observations for the GPU computations show them to be independent. By contrast, the observations of the execution times including data transfer to and from the host processor are not independent, but they are stationary. Here, the Runs test would have concluded independence; however, in fact there is a strong stationary relationship, but since this does not reflect as dependence in the extreme observations, EVT can still be applied.

In 2016, Guet et al. [53] proposed a logical work-flow (embedded in a tool called DIAGXTRM) that checks the applicability of EVT for the pWCET estimation problem. This work discusses Pickands-Balkema-de Haan Theorem [105], the Generalised Pareto Distribution (GPD), and the Peaks-Over-Threshold (PoT) method. The authors again note the prior work by Leadbetter et al. [81] showing that EVT is applicable in the more general stationary case without independence. Here, the hypotheses to check on the trace of observations are (i) stationarity, (ii) short range dependence, (iii) local independence of the peaks, and (iv) that the empirical peaks over the threshold follow a GPD. The efficiency of the proposed logical work-flow is likely affected by the relation between theses hypotheses, which are not independent. Moreover, the authors motivate the introduction of the hypothesis of stationarity based on the impossibility of checking the identically distributed hypothesis when the bounds on the execution time of a program have unknown probability distributions. Here, we note that the arguments are not correctly used as stationarity is an alternative to the hypothesis of statistical independence, rather than an alternative to the identically distributed hypothesis, further EVT is itself applied only to those cases where the measurements follow unknown probability distributions. To evaluate stationarity, the authors use the Kwiatowski–Phillips–Schmit–Shin (KPSS) test. Further, the Brock–Dechert–Scheinkman test is used to evaluate short range dependence, by examining the correlation between different sub-sequences of the same length. The reliability of EVT also depends on the independence of extreme observations. Here, the Extreme Index (see Embrechts et al. [46]) is used to give the probability that peaks are far enough apart to be considered independent, as opposed to constituting a burst relating to a single rare event. The threshold selection in the PoT method is a source of uncertainty, since different thresholds may lead to different pWCET estimates. Reviews of threshold selection methods by Scarrott and MacDonald [114] show that there is no recognised systematic process for selection. The authors therefore propose an approach that aims to provide an appropriate tail sample. They evaluate their approach using execution time measurements obtained from an Intel Xeon processor with 4 cores and 3 levels of cache. Code from the Maladarlen benchmark suite is run in various configurations including isolation, alternately with a program that makes heavy use of the cache, and with that program running on the other

13 The time series here is the observations of execution times in the order in which they were made.
cores. All the traces of observations were found to be stationary with high confidence. Short range and extreme independence was also verified. Note, Berezovskyi et al. [15] later applied the PoT approach proposed by in this paper to the NVIDIA Kepler GK104 GPU system that they had previously investigated using the Block Maxima method [16].

Later in 2016, Guet et al. [54] investigated using measurement based probabilistic analysis to estimate the number of cache misses for programs running on a COTS multi-core processor with two Intel Xeon E5620 sockets, using 3 levels of deterministic PLRU caches, with the first two levels private to each core and the last level shared by cores on the same socket. Their aim was to estimate the worst-case number of cache misses for programs under different configurations: (i) isolation, (ii) on a single core alternating with another program on the same core, (iii) on one core with another program executing simultaneously on a different core, and (iv) combining (ii) and (iii). (Note, the other program makes a large number of memory accesses). The authors applied EVT to the problem using the Block Maxima method. They note that the observations of cache misses are unlikely to be independent, nevertheless, they show that the observations for most of the programs examined from the Mälardalen benchmark suite exhibited stationarity and/or extremal independence and so can be analysed using EVT.

In 2017, Fedotova et al. [47] applied the PoT method of EVT to estimate the upper bound values for a timer acquisition task. This involves setting two consecutive timers using the HighPerTimer library and calculating the time difference between them. The platform used runs the standard Linux kernel on ARM Cortex-A5 hardware. The authors discuss how the choice of threshold to use in the PoT method is a compromise between precision and bias, and make use of two graphical approaches for threshold selection: (i) mean residual life, which plots the mean excess against the threshold, and (ii) parameter stability, which plots the shape and modified scale parameters of the GPD against the threshold. Using these methods, they select an appropriate threshold which obtains 24 extreme values from the trace. They show that both Gumbell and Frechet distributions fit the data and compute pWCET estimates with various probabilities of exceedance for both cases. Due to the different shape parameters for the two distributions, these pWCET estimates exhibit large differences e.g. 7.7ms v. 5000ms at a probability of exceedance of $10^{-9}$. These large differences raise questions about the variability of results that can be obtained from the same data, and hence the confidence in them. We note that $10^{-9}$ represents a large amount of extrapolation from the sampled data, with the pWCET estimates much closer together at a probability of exceedance of $10^{-7}$ (2.5ms v. 11.3ms).

Also in 2017, Lima and Bate [87] proposed a technique called IESTA (Indirect Estimation in Statistical Time Analysis) to support the application of EVT without the need for hardware or software randomisation. The basic idea is to add a randomised component (e.g. from a normal distribution with values in the range $[a, b]$) to the set of execution time observations. This additional component removes some of the discreteness from the original distribution, and makes the new values more likely to pass the statistical tests required for the application of EVT. Once the random component has been added to the observations, then the maxima are sampled, using either PoT or Block Maxima methods, and the pWCET estimated by fitting to a GEV distribution. Goodness-of-fit tests indicate if the estimate is a close match to the empirical distribution of the maxima or peaks over the threshold. If it is not, then the dispersal of the random component can be increased, which makes it more likely that EVT can be applied and the goodness-of-fit tests passed. The authors explore two benchmarks, one from the Mälardalen benchmark suite where EVT could not be applied even with time-randomised hardware, and a second using data from an aircraft control application from Rolls-Royce running on entirely time-predictable hardware. The latter has significant dependences between execution times, as shown in autocorrelation plots with lags of up to 40. For both benchmarks, the IESTA method is able to add a random component
enabling EVT to be applied. Both the random padding and a high threshold selection help make it unlikely that dependences appear in the sample of the maxima. The evaluation shows that even when the dispersal of the random component is large, then the increased pessimism in the analysis remains small (i.e. only a few percent). It remains an open question whether this method may result in optimistic pWCET estimations.

### 4.3 EVT and representativity

Representativity is a fundamental issue in applying statistical methods (i.e. MBPTA) to estimate the pWCET distribution of a program. The problem is that the results obtained are only valid for those scenarios of operation for which the sample of observations used in the analysis is representative (see Section 2.3). Often it may not be possible to devise a measurement protocol that provides a single sample of observations that is representative of all possible future scenarios of operation. Research considering the problems of representativity are reviewed below.

In 2016, Lima et al. [88] took a careful look at the use of EVT in determining pWCET bounds for programs running on both time-predictable (deterministic) and time-randomised architectures (i.e. with random replacement caches). They point out that execution time observations depend on the probability distribution describing how often different input values occur. Thus there may not be a single distribution that describes the execution time behaviour. The authors therefore introduced the concept of a weak pWCET which is valid for a particular distribution \( D(\tau_i) \) describing the frequency of occurrence of input values. This raises the problem of representativity of input data. A simple experimental example shows how the estimated pWCET distribution produced depends on the distribution of input values, and hence that if the input data distribution used for analysis does not match that occurring during operation of the system, then the results obtained may be unsound. Applying uniformly distributed input values during analysis may also result in poor or unsound estimates. The authors note that in some cases it is not possible to estimate a reliable Generalised Extreme Value (GEV) model and they cite appropriate extreme value condition tests that can be used to determine if this is the case. They show that the GEV distribution should be used rather than assuming a specific distribution (e.g. Gumbel). The models determined for various experiments belong to all three classes of EV distribution (reversed Weibull, Gumbel, and Frechet) not just Gumbel. There were also cases where the models belonged to none of them and EVT could not be used to provide sound results. The experimental results reported in this work also show that EVT can be successfully applied on time-predictable platforms, thus indicating that hardware randomisation is not necessary for the application of EVT. They also found that hardware randomisation is also not in general sufficient to ensure that EVT can be applied. Random replacement caches that were either too large or too small were observed to make estimation of the pWCET distribution either harder or not possible at all.

Issues of reproducibility and representativity with respect to MBPTA methods were discussed by Maxim et al. [92] in 2016. They consider two separate steps: (i) the measurement protocol, i.e. obtaining execution time observations and (ii) the method used to estimate the pWCET distribution. They note that to be useful, the estimation method must be reproducible in the sense that it must provide, within a close approximation, the same pWCET distribution, given the same set of observations. Further, the measurement protocol must also be reproducible, in the sense that the two sets of observations that it provides for two different uses of the method, starting from the same conditions (processor state, external inputs etc.) must result in the same or sufficiently close pWCET distributions. The authors also consider representativity. They note that a measurement protocol is representative if there is some value of \( k \) (the number of observations) for which taking any larger number of observations results in a pWCET distribution that closely approximates the distribution that would be obtained if the whole domain of possible observations
were considered. In other words after \( k \) observations the method *converges* on a sound pWCET distribution. The properties of reproducibility and representativity are shown to be mandatory for convergence and hence required for any MBPTA method intended for use in practice. How to obtain these properties is; however, left as an open issue.

MBPTA techniques were revisited by Santinelli et al. [110] in 2017. In this work, they apply EVT to a case study comprising traces of observations from various example systems using both time-randomised and time-predictable hardware. They discuss the validity of EVT with respect to different execution conditions (similar to the issues of representativity raised by Lima et al. [88]) and suggest two ways of integrating all possible execution conditions into EVT: (i) trace merging and (ii) the use of an envelope (i.e. upper bounding the results for each separate execution condition). We note that it is not clear whether trace merging always produces valid results. The authors further propose a reliability measure based on the confidence levels of each of the hypotheses. They show that confidence is lower if the distribution is artificially forced to fit a Gumbel distribution rather than obtaining the best fit for the shape parameter. They also discuss how to choose the threshold in the PoT method, suggesting that a threshold should be selected that maximises confidence in the matching hypothesis with the largest amount of independent peaks.

In 2017, Santinelli and Guo [111] proposed a probabilistic representation framework, modelling tasks via multiple pWCET distributions. They noted that the pWCET distributions obtained via EVT strongly depend on the execution conditions used for analysis. These execution conditions describe aspects such as the environment, inputs, task mapping, presence of faults etc. The authors therefore propose describing each task via a *Worst-Case Set* which is a collection of pWCET distributions obtained via EVT for different execution conditions. They note that the number of different execution conditions is finite, and a partial ordering may be possible between some of them, indicating dominance relationships (in the sense of the greater than or equal to operator \( \geq \) defined by Diaz et al. [44]). They note that enumerating all possible execution conditions is a complex problem (since there may be very many of them); however, tasks could be represented by pWCET distributions which bound those for collections of execution conditions with incomparable pWCET distributions. The authors propose the use of their model for mixed criticality systems, with different execution conditions for different criticality levels, and for systems with and without faults.

The problems of applying EVT when execution time observations have a *mixture distribution*, resulting in a step-like curve on an exceedance (1 - CDF) graph, were discussed by Abella et al. [3] in 2017. (Note, mixture distributions can occur as a result of caches that employ random placement, discussed in Sections 6.1 and 6.2). In this case, it is important that sufficient observations are obtained and that the threshold (PoT method) or block size (Block Maxima method) is set appropriately, such that sufficient values from the actual tail of the distribution are passed to EVT, as opposed to including too many values from other parts of the distribution. The authors present a method for selecting the observations required and suitable EVT parameters. First, they argue that in real-time systems, programs have finite execution times and so heavy tailed GEV/GPD distributions may be discarded. Further, since somewhat pessimistic pWCET estimates are acceptable, but optimistic estimates are not, they argue that it is sufficient to consider distributions with exponential tails (i.e. Gumbel distributions) as a bound for all potential light-tailed distributions. They propose a method of determining appropriate parameters based on considering the Coefficient of Variation (CV) of the residual distribution, i.e. the distribution of the excess over the threshold in the PoT method. (Note, the CV is given by the standard deviation of a distribution divided by its mean). The method employs a plot of the CV versus the number of samples over the threshold to find a suitable number of samples in the tail distribution, for which the assumption of an exponential tail is not rejected by statistical tests and the CV
is closest to 1, implying an exponential tail. The approach is evaluated using a number of the EEMBC benchmarks, but considering only single paths. Execution time observations are obtained by making runs in isolation on a cycle accurate simulator for the Cobham Gaisler Next Generation Multicore Processor (NGMP) with modifications such that all caches use random placement and random replacement (see Section 6). The CV-plots show that in some cases 2000 or 3000 observations are required, compared to the default of 1000. Comparison with empirical distributions for $10^7$ runs (generated on a large compute cluster) show that the pWCET estimates are 1% to 25.8% larger than the maximum observed values at a probability of exceedance of $10^{-7}$.

In 2017, Milutinovic et al. [101] discussed issues relating to representativity with respect to the use of MBPTA in an industrial context. They argue, citing the above work of Abella et al. [3], that for real-time programs (with a finite but unknown WCET and non-degenerate behaviour) it is sound to fit a Gumbel distribution, since for this class of program using a Gumbel distribution may result in an over-estimate at probabilities of exceedance that are of interest, but not an under-estimate. Further, the authors point out, as was done by Griffin and Burns [51] in 2010, that taking observations from multiple paths as input into MBPTA (i.e. the per-program approach, see Section 2.3) may produce untrustworthy results. The problem being that the observations may no longer be identically distributed (particularly if the different paths are quite distinct modes of operation), and also the frequency of occurrence of the different paths may not match that which occurs during operation. The authors give a concrete example of this problem which shows that combining observations for two paths from a simplified European Train Control System can result in a pWCET distribution which is below the pWCET distribution for either path considered alone. (We note that no comparison is made to the empirical distribution, so it is unclear if any of the three pWCET distributions are actually under-estimates). The authors suggest that the per-path approach (see Section 2.3) can be used instead to provide a solution.

Also in 2017, Guet et al. [55] considered two issues relating to representativity. First, how traces of observations are handled when there are dependencies between execution times. In this case, the authors show that re-sampling the traces of observations can reduce the degree of dependency which is apparent and this may in turn result in lower pWCET estimates which can be unsound (i.e. optimistic). Secondly, they consider the use of EVT with multi-mode tasks, where different modes of operation have distinct execution time distributions. Here, they show via examples that combining all of the observations into a single sample (i.e. covering all modes) can result in cases where either EVT cannot be applied, or it can result in unsound pWCET estimates. They infer that it is necessary to apply EVT to each mode separately and then form an envelope upper bounding the pWCET distributions for each mode to provide an overall pWCET distribution that is sound.

### 4.4 Summary and Perspectives

MBPTA methods have matured considerably since the early work of Burns and Edgar [22, 45]. In particular, we note the work of Cucu-Grosjean et al. [34] which spawned a large number of subsequent publications on supporting mechanisms and techniques (see section 6), and prompted further research into the application of EVT to the probabilistic timing analysis problem. The recent state-of-the-art has shown that time-randomised architectures (e.g. with random replacement caches) are neither sufficient nor necessary for the application of MBPTA methods [112, 88, 87]. Further, EVT can be applied when there are dependences between the observed execution times, provided that the series of observations exhibits stationarity and/or extremal independence [112, 16, 53, 54]. These are useful advances, since industry has a strong preference for methods that can be applied to Common-Off-The-Shelf (COTS) processors, rather than requiring specific (custom) hardware architectures. We note however, that there are significant hazards in applying MBPTA
methods. If potential sources of significant execution time variability do not exhibit this variability during analysis, i.e. such variation does not appear in the observations, then they will not be accounted for in the estimated pWCET distribution produced, which may as a result be optimistic (i.e. unsound).

A major open issue that remains is the problem of **representativity**. It is essential that the measurement protocol is representative of the future scenarios of operation that could occur in practice. In general this requires suitable coverage of the different input states, hardware states, and the worst-case path(s) through the program. While worst-case path coverage may be possible for relatively simple and well structured programs in domains such as aerospace, in general, the problem of identifying and exercising the worst-case path(s) cannot be left to the user. Research aiming at a solution to this problem is reviewed in Section 5.

The main rationale for using time-randomised hardware (e.g. random replacement caches, random permutation buses etc.) as well as software time-randomisation techniques (e.g. random placement) is to make it easier to provide an argument that the measurement protocol used during analysis is representative of the scenarios of operation that could occur in future. These enabling mechanisms and techniques are reviewed in Section 6.

We note that there remains significant scope for work on the application of EVT to the problem of estimating pWCET distributions. Currently, there are differing views on whether it is sufficient to assume that any program in a real-time system will have an execution time distribution which can be modelled as having a light or exponential tail, and hence a Gumbel distribution can be used as suggested by Abella et al. [3], or whether it is necessary to fit to a GEV distribution, since the execution time of some programs may exhibit heavy tails as shown by Lima et al. [88]. There has also been little work on the reproducibility of the method: whether small changes in the set of observations may propagate to large differences in the resulting pWCET distributions, and thus on how far the pWCET distributions can realistically be extrapolated to very low probabilities e.g. $10^{-9}$, $10^{-12}$, $10^{-15}$ and so on, while retaining confidence in the results.

### 5 Hybrid Techniques for Probabilistic Timing Analysis (HyPTA)

A number of researchers have sought to combine the advantages of static analysis and measurement based methods. The main advantage of measurement-based methods is that measurements record the precise timing behaviour of the real system, whereas static analysis relies on a model of that behaviour. For advanced processors, obtaining a precise model or even one that does not introduce significant pessimism may be very difficult. The main disadvantage of measurement-based methods is the difficulty in covering the worst-case behaviour, including covering the worst-case path(s) through the code. The MBPTA methods based on EVT provide a pWCET distribution which estimates the extreme execution time behaviour of future scenarios of operation, sample(s) of which were exercised during an analysis phase. It is however up to the user to provide the necessary input vectors to test all relevant paths, including the worst-case path. Typically, neither manually determining the worst-case path, nor obtaining full path coverage are feasible in practice for complex programs. Further, as shown by Lesage et al. [85], the analysis rapidly becomes optimistic when some paths are omitted. In this section, we review hybrid methods which seek to address this problem of **path coverage**.

#### 5.1 HyPTA and the Path Coverage Problem

In a series of papers from 2002–2005, Bernat et al. [19, 18, 17] addressed the problem of path coverage in measurement-based execution time analysis by reducing it to the much simpler problem of basic block (i.e. statement) coverage. In these works, the authors introduce the concept of
Execution Time Profiles (ETPs) used to represent the relative frequencies of execution times for basic blocks of a program. They also provide a timing scheme for constructs such as conditionals and loops, and an algebra for combining independent ETPs to provide an ETP for the whole program. For sequential combination, this involves using the basic convolution operator. Further, they point out the importance of accounting for dependences between basic blocks when combining ETPs otherwise unsound results could be obtained. Potential sources of dependence include: low-level hardware features such as caches and pipelines, and high-level path dependences. They suggest using biased convolution\(^{14}\) to account for unknown dependences. (We note that Ivers and Ernst [64] later showed that biased convolution is insufficient to produce a distribution that results in the worst-case exceedance probability for every possible value of the execution time budget). A tool set is described by Bernat et al. [18] that implements the mechanisms described above. The main components are: instrumentation, trace generation, trace analysis, structural analysis, and timing program generation. This tool set was the precursor and prototype for the RapiTime tool from Rapita Systems\(^{15}\). Later in 2005, Bernat et al. [17] examined the problem of combining the ETPs for two basic blocks of code A and B when there are dependences between them. Here, the authors propose applying copulas (representing the dependences) to the marginal (i.e. separate) distributions of A and B to obtain the joint distribution.

In 2014, Kosmidis et al. [70] introduced the idea of Path Upper Bounding (PUB) for time-randomised hardware with a random replacement cache. With PUB, the program is modified so that it retains the same functionality, but has the same timing behaviour for every path, and that timing behaviour upper bounds that of the original program. PUB inspects each conditional in the program recursively and adds accesses such that all sub-paths of a particular conditional contain the same set of accesses. Once PUB has been applied, then the modified program is subject to MBPTA, with no particular attention needed to the input vectors used or the paths exercised, since all will result in a timing behaviour that upper bounds that of the original program. Evaluation, using the EEMBC benchmarks, shows that PUB increases code size by 20-100% depending on the amount of nesting and conditionals present, with the pWCET estimate at an appropriate probability of exceedance increased by up to 50%. We note that the application of PUB requires a trusted or certified implementation, since it modifies the code of the original program to create the version that is tested for timing correctness. Further, the method only works for systems that use a single-level random replacement cache.

The Extended Path Coverage (EPC) approach proposed in 2015 by Ziccardi et al. [136] also addresses the issue of path coverage via a hybrid approach. EPC requires that execution time measurements are made at the basic block level, while also recording the path taken, and that sufficient coverage is obtained to provide an Execution Time Profile (ETP) for each basic block. The ETPs are then modified to discount any benefit that may have accrued due to the path taken when the measurements were made. This is done by computing a probabilistic padding via the SPTA techniques developed by Altmeyer and Davis [7], considering the path actually taken and the memory accesses in the immediately preceding basic blocks. Synthetic end-to-end observations for all feasible paths can then be generated by randomly sampling the ETPs for the relevant basic blocks along each path. These synthetic observations are then fed into MBPTA. The authors evaluated EPC compared to directly applying MBPTA. For single path code there was no difference. For multi-path code with a known worst-case path, the EPC method resulted in pessimism of up to 30%. Comparisons with PUB [70] showed that EPC achieved on average

\(^{14}\)Biased convolution combines values from two distributions assuming perfect correlation with respect to the percentile of the execution time, i.e. largest correlated with largest, smallest with smallest etc.

\(^{15}\)https://www.rapitasystems.com/products/rapitime
similar performance with a +/-30% variation apparent between the two methods. EPC has the advantage with respect to directly applying MBPTA that it reduces the burden of path coverage, and the advantage over PUB that it does not require changes to be made to the executable code in order for measurements to be taken. EPC does however inherit some of the disadvantages of SPTA in that it needs to know the addresses of accesses to determine which cache sets they map to, and so compute the padding. Further, fine grained observations are needed at the basic block level, and accompanying structural analysis to re-construct the possible paths. EPC was developed for systems with separate, single level data and instruction caches, given the current lack of SPTA for multiple levels of cache (discussed in Section 3.4), it is not clear if the method could be extended to more complex memory hierarchies. Like PUB, EPC only applies to systems with random replacement caches.

5.2 Summary and Perspectives

A limited amount of research has aimed at addressing the path coverage problem via the use of hybrid methods [19, 70, 136]. However, these methods have some drawbacks, initial work by Bernat et al. [19] recognises the key issue of dealing with dependences between the measurements obtained for different basic blocks, but is unable to provide a practical approach for dealing with them. Later work on Path Upper Bounding (PUB) [70] requires substantial changes to the executable code, inflating code sizes by up to 100% and execution times by up to 50%, and requiring a trusted or certified implementation. Finally, the Extended Path Coverage (EPC) method [136] makes use of SPTA to compute a probabilistic padding to account for the dependences between the execution times of basic blocks due to the random replacement cache. EPC thus inherits some of the disadvantages of SPTA in that it needs to know the addresses of accesses to determine which cache sets they map to, and so compute the padding. Both PUB and EPC methods only work with random replacement caches.

In general, the issue of path coverage in relation to MBPTA remains unsolved. One approach for simple systems with few paths is to apply EVT on a per-path basis, i.e. to traces of observations taken for each specific path separately, thus producing a pWCET distribution for each path. The overall pWCET for the program can then be obtained as a tight upper bound on the pWCET distributions for all of the constituent paths. This envelope approach is well-suited to systems where there are a limited number of paths and the user can provide input vectors which exercise all of them. For many systems this is however unrealistic. The alternative is to apply EVT per-program i.e. to a sample of observations that cover all of the different paths. (Note, all paths need to be covered or the pWCET estimates can quickly become unsound as shown by Lesage et al. [85]). This approach raises difficulties in applying MBPTA, since the resulting observations will most likely form a mixture distribution (with the different distributions from the different paths contributing to the mixture), and thus care needs to be taken to ensure that sufficient observations are obtained from the tail of the distribution, i.e the worst-case path(s). This can be heavily impacted by the frequency of occurrence of different paths during analysis, and thus gives rise to issues regarding representativity. Further research is needed in this area.

6 Enabling Mechanisms and Techniques

MBPTA methods [34] based on EVT work well when the observations are able to characterise the different sources of execution time variability and their probability of occurrence. As an example, consider a program running on hypothetical time-randomised hardware where each instruction takes an random amount of time to execute, from 1 to 6 cycles, independent of all of the other instructions. Assume the program has 10 instructions. The overall execution time will behave
like the sum of the values of 10 fair dice. While the worst-case (i.e. 10 sixes) is unlikely to be observed (probability $\approx 10^{-8}$), EVT is able to estimate the tail of the distribution from a relatively small number of observations (e.g. 1000). Contrast, this with a hypothetical time-predictable system, here the execution time might depend on say 10 different input variables (each with values from 1-6). Let us assume that there is some small variability in overall execution time which depends on the input values themselves e.g. the overall execution time is 10, 20, 30, 40, 50, or 60; however, if all 10 inputs take a specific combination of values then there is some conflict in the hardware which slows processing down and the execution time is 600. The probability of observing this via random testing of the inputs is $\approx 10^{-7}$. In this case, applying EVT on 1000 observations would most likely result in a prediction based on the small variability that has been observed, but would obviously not account for the much larger variability that has gone unobserved. As a result, the pWCET estimate would be unsound. This is an example of a needle-in-a-haystack problem in testing. The intent of using time-randomised hardware is to avoid hazards similar to the one described above. These can potentially occur with time-predictable hardware such as LRU caches, when the unlikely, but not impossible, scenario of multiple input-data dependent accesses mapping to the same cache set occurs. We note that such hazards, referred to as cache risk patterns, can also occur with time-randomisation techniques such as random placement (see Section 6.3).

Since the work of Cucu-Grosjean et al. [34], considerable efforts have been expended to support MBPTA methods via the use of additional hardware and software time-randomisation mechanisms. These include hardware and software random placement for set-associative random replacement caches, random permutation buses, degraded test modes, and better random number generators. In this section, we review the supporting work in these areas.

### 6.1 Caches and Hardware Random Placement

Fully-associative caches are slower and use more energy than set-associative caches of the same overall size but a much smaller number of ways. This is due to the extra logic needed to check if a memory block is in any, as opposed to a small number of, cache lines. Because of this, in practice caches tend to either be direct mapped or to have 2, 4, 8 or 16 ways. The idea of using a random placement policy is to provide more randomisation with a set-associative random replacement cache than is possible with modulo placement, while improving access times and energy consumption compared to a fully-associative random replacement cache. Random placement can be achieved in hardware (via a randomised hash function used to control the mapping of memory blocks to the cache) or via software (through the use of compiler techniques and runtime support that randomise the positioning of code and data in memory). In each case, a random placement is selected at the start of each run of the program and remains in place for the duration of that run. The cache is then flushed between runs ready for a different random placement to be used on the next run.

The idea of random placement has its origins in the 1990s. In 1993, Schlansker et al. [115] first proposed random placement as a means of improving the cache miss ratio of matrix operations. In 1999, Topham and Gonzalez [124] proposed the use of polynomial modulus functions (operating on memory addresses) as a means of pseudo-randomising cache placement, in order to reduce the number of conflicts. We note that while these methods can avoid systematic conflicts due to particular code structures, they provide a deterministic mapping that depends on the memory addresses, and thus always produce the same placement for a given memory layout. (The placement does not change on each run of the program).

The majority of the work on hardware random placement for random replacement caches was developed in a series of papers from 2013–2016 by Kosmidis and co-authors including Abella, Cazorla, Quinones, and later Hernandez [68, 69, 67, 61].
In 2013, Kosmidis et al. [68] proposed the use of a hardware random placement policy as part of the cache design. The parametric hash function used aims to avoid systematic collision of two memory blocks in the same cache set. The evaluation considers random placement applied on top of set-associative random replacement caches, thus it is difficult to quantify the contribution of random placement versus random replacement. Where these factors can be separated e.g. for a 1 way – 256 set (i.e. direct mapped) cache with random placement, and a 256 way – 1 set (i.e. fully associative) random replacement cache, the results show that random placement results in a factor of 2.6 degradation in execution time performance (measured in terms of the average number of instructions per cycle) compared to modulo placement. By comparison, in the fully associative case, random replacement shows approximately 10% degradation in performance compared to LRU. In a journal extension in 2014, Kosmidis et al. [67] provided a detailed analysis of the quality of the hash function used for random placement, as well as more detailed evaluation results, including an investigation into energy consumption and cache access times.

As part of an analysis for caches with random placement and random replacement, Kosmidis et al. [68] gave formulae for the cache hit probability of a given access in a set-associative random replacement cache; however, as shown by Davis et al. [41], this formula cannot be used in SPTA since it may result in a pWCET distribution that is optimistic (i.e. unsound). Similarly, the formulae given for the cache hit probability assuming caches using random placement, or both random placement and random replacement also cannot be used in SPTA.

In a number of works, Kosmidis et al. [68, 74, 67]) describe the concept of an Execution Time Profile (ETP) as defining the different execution times of a program (or instruction) and their associated probabilities. They state that “the existence of an ETP ensures that each potential execution time of the program (for MBPTA) or instruction (for SPTA) have an actual probability of occurrence, which is a sufficient and necessary condition to achieve the desired probabilistic i.i.d. execution time behaviour” so that MBPTA can be applied. However, this is not entirely correct. The argument given in more detail in a white paper by Abella et al. [1] shows that the time-randomised architecture proposed ensures the existence of an ETP for a single path through the program starting from a fixed initial software and hardware state. Thus the observations for that path and initial state will be independent and identically distributed (i.i.d.). However, for a complete program, with multiple paths, this does not necessarily mean that the execution time observations collected over multiple paths for use in MBPTA will be i.i.d. As a simple example, consider a program that implements a state machine with states 1-5 that it cycles through in order. Each state may have an execution time that is quite different from the others e.g. 100 ± 20, 200 ± 20, … 500 ± 20, where ±20 represents the random variation and the first value is determined by the state variable. Now when multiple runs of the program are performed, it cycles through the states, and hence the execution times observed are not independent, rather there is a strong correlation between them with a lag of 5. In cases such as this MBPTA may or may not be applicable; appropriate statistical tests are needed to determine if the execution times observed are actually i.i.d., as there is no relation between the statistical properties of the execution times of an instruction and the statistical properties of the execution times of an entire program containing that instruction. The architecture alone cannot ensure that the execution times will be i.i.d. for all real-time programs.

Later in 2013, Kosmidis et al. [69] applied MBPTA [34] to a system with multiple levels of cache that use random replacement along with a random placement policy implemented in hardware [68]. Here, separate L1 instruction and data caches are assumed, with a unified L2 cache. Assuming latencies for the L2 cache and memory of 10 and 100 cycles respectively, the evaluation shows that using a second level of cache improves the pWCET estimate at an appropriate probability of exceedance for the EEMBC benchmark code by 10-90% depending on the size of the working set.
The authors also give a series of formulae that approximate the probabilities of cache misses for different cache arrangements. These formulae relate to those from earlier papers [68, 67], which can be optimistic by orders of magnitude as shown by Davis et al. [41].

Building on the work of Kosmidis et al. [68], in 2014 Slijepcevic et al. [120] considered a time-randomised (i.e. both random placement and random replacement) last-level cache that is shared between cores in a multi-core system. The basic idea proposed is that a shared time-randomised cache makes the cache interference suffered by a task due to co-runners depend only on the frequency of co-runner cache misses (i.e. evictions) and not on the precise cache lines that are accessed. The authors present a hardware mechanism that limits the eviction frequency by enforcing a minimum inter-eviction delay for each core. The pWCET distribution of each task is then estimated at analysis time with this mechanism limiting its rate of cache misses (i.e. stalling execution if two misses would otherwise occur too close together), and synthetic co-runners causing the maximum possible rate of evictions (i.e. separated by exactly the minimum inter-eviction delay). To avoid problems due to systematic interleaving, the minimum inter-eviction delay is itself set to a uniform random value with the desired mean. Cache sharing with the proposed mechanism limiting contention is compared to cache partitioning into 4 partitions of 2 ways each. The latter results in estimated pWCETs at an appropriate probability of exceedance that are on average 56% higher.

In 2015, Anwar et al. [9] developed a VHDL implementation of random replacement and the hardware random placement policy proposed by Kosmidis et al. [68] for instruction and data caches, and integrated it with an Ion MIPS32 processor core on an FPGA. They used the Mersenne Twister algorithm, which is considered a good hardware solution for random number generation, replacing the Multiply With Carry random number generator previously proposed [68]. For a set of benchmarks operating on arrays and matrices, with nested loops, the authors claim that the time-randomised hardware gives an improvement of 6% and 19% over LRU for 8-way and direct mapped caches respectively, when comparing observed execution times. We note; however, that these figures use the worst-case execution times observed in 30 runs with the time-randomised hardware; whereas the predicted pWCET at an exceedance probability of $10^{-3}$ is consistently larger than the measurements shown for LRU.

An improved hardware random placement policy called random modulo was described by Hernandez et al. [61] in 2016. With the parametric hash function for random placement introduced by Kosmidis et al. [68] there is a finite probability that adjacent memory blocks will be mapped to the same cache set in some placements and thus conflict with each other. This degrades performance, particularly for an instruction cache with respect to loop constructs that span a number of adjacent memory blocks. The random modulo approach seeks to avoid this problem. It effectively creates a random permutation which maps from addresses in a memory segment (the same size as a cache way) to cache sets. This mapping retains the property of modulo placement, whereby memory blocks separated by less than the size of a cache way will not conflict in the cache. The hardware implementation also has a number of advantages over the parametric hash function method of Kosmidis et al. [68]; it uses less than 10% of the silicon area and can operate at a higher frequency. The evaluation of random modulo for instruction and data caches shows that it provides a significant reduction in the pWCET estimate at an appropriate exceedance probability, compared to the parametric hash function, with an advantage of 25-62% across the different EEMBC benchmarks studied.

Later in 2016, Trillia et al. [127] improved the resilience of caches implementing the random modulo random placement policy described by Hernandez et al. [61]. They note that the original form of this policy does not result in an even distribution in terms of how often the cache lines are used. This is due to the fact that the index bits that are used are entirely dependent on the access
pattern of the program. By the simple expedient of XORing part of the selected random seed with these index bits, homogeneity of cache line use can be achieved. This has the desirable effect of making the cache more reliable, since one of the main sources of transistor degradation (called Hot Carrier Injection) is proportional to the amount of use. The additional XOR gate has no effect on the maximum operating frequency of the cache, since it is not on the critical path.

In 2018, Benedicte et al. [11] considered the use of random replacement policies in multi-level caches. They show that performance, in terms of pWCET estimates at an appropriate probability of exceedance, can be improved by using different policies in the L1 and L2 caches. They explore the use of random modulo placement [61] in the L1 cache and the use of a parametric hash function [68] across L2 cache segments combined with either modulo or random modulo placement within L2 cache segments. These approaches provide an improvement in performance of approx. 30% compared to using parametric hash functions at both levels.

6.2 Caches and Software Random Placement

The majority of the work on software random placement for random replacement caches was also developed in a series of papers from 2013–2016 by Kosmidis and co-authors including Abella, Cazorla, and Quinones [72, 73, 71, 78].

In 2013, Kosmidis et al. [72] proposed the use of compiler techniques and runtime support to randomise the layout of both code and data in memory; effectively providing a software means of random placement applicable to hardware with direct mapped caches or set-associative caches using LRU replacement. The code and data layout in memory is changed before the start of each run of the program. Due to the deterministic mapping to cache, this has the effect of randomising the cache lines at which code and data objects start in the cache, thus randomising conflicts between objects, but not within them. Evaluation on examples from the EEMBC benchmark suite produce observations of execution times that pass the i.i.d. tests, thus allowing MBPTA to be applied. Software random placement does however have a number of drawbacks. The results show that the overheads increase the pWCET estimate at an appropriate exceedance probability by a factor of 10 for code that contains a loop that is repeated 100 times, and by a factor of 2 if the loop repeats 1000 times. We note that re-arranging code and data objects at runtime may be unacceptable in many industry sectors, such as automotive and aerospace. Such a re-arrangement means that deployed systems could run code and data layouts that have never been tested. This may reveal some subtle bug in functionality which was dormant in tested configurations, and could be very difficult to reproduce.

Subsequently, in 2014 Kosmidis et al. [73] acknowledged issues with their software random placement scheme [72]. This scheme conflicts with the design principles of the ISO26262 standard for the development of automotive software: “(i) limited use of pointers, (ii) recommendations against the use of dynamic objects, and (iii) no hidden data flow or control flow”. The authors therefore proposed an alternative: Static Software Randomisation. Here, the idea is to create a series of binaries at compile time that have locations for functions and data such that their mapping to cache follows a random selection. The method chooses random offsets for each function and data object from the start of the cache. It then finds a suitable ordering of the functions in memory, with some additional spacing to achieve the desired mapping to cache via modulo placement without wasting too much memory. The locations of stack frames and global variables are similarly randomised at compile time. The authors propose creating $N$ binaries, running each one once, measuring its end-to-end execution time, and using this data as input into MBPTA. They assume that the estimated pWCET distribution so obtained will apply to all of the binaries. Then at deployment they propose either (i) a different binary is deployed in each production unit, or (ii) a single binary is chosen and deployed in all production units. They note that (i) may
not be acceptable if each individual unit is not fully tested. The authors claim that the pWCET distributions obtained from their scheme will be valid for case (ii), however, this is not correct. For the MBPTA method based on EVT to give sound results, it is necessary that the observations made in the analysis phase are either directly representative of those that could occur during deployment of the system, or they upper bound a set of values that are representative of those that could occur during deployment. Neither is the case when observations are taken from different binaries, which are effectively different systems to the one deployed. In this case, the observations are not identically distributed, but rather they come from the different distributions associated with each of the different binaries.

In 2016, Kosmidis et al. [71] investigated the use of static software randomisation applied to software from an automotive cruise control system running on a single core of an AURIX multi-core system. Dynamic software randomisation is not possible for this system, since the AURIX platform, in common with many used in automotive systems, does not permit self-modifying code. Instead, the authors use static software randomisation where program code, stack and global data are allocated random locations in memory across different binaries. A pool of different binaries are used during the analysis phase to obtain observations, with a single binary selected for deployment. The authors claim this allows EVT-based methods to be applied; however, as discussed above, this approach is not valid. In particular, the “overall system” used during analysis, which operates by selecting and then running a binary to obtain a single observation, is not the same as the system used during operation, which runs the same binary every time. Thus the execution time observations made at the analysis stage are not identically distributed with respect to those obtained during deployment, and hence the results of applying EVT-based methods are invalid in this case. Unfortunately, the authors misunderstand the point of applying tests on the observations to determine if they are independent and identically distributed (i.i.d.). They apply these tests on observations from 1000 different binaries used during the analysis phase and then claim that a positive result enables the use of EVT. This may be the case if the deployed system were the same as the one used during analysis (i.e. it switched binary every run), but it is not.

A different approach to software random placement called TASA Tool-Chain Agnostic Static Software randomisation Approach was proposed by Kosmidis et al. [78] in 2016. This approach randomises the location in memory at which different objects defined in the source code are placed. To do so, TASA relies on the fact that the compiler generates code and data in the order in which they appear in the source files. Thus it adds functionally neutral padding code and data and re-orders the declarations of variables and functions to achieve a degree of randomisation. Stack frames are also randomised by adding a randomly sized array to the list of local variables and also by re-ordering those variables. Similarly, the members of compound structures are also shuffled. TASA has the advantage over previous efforts at software randomisation in that it operates at the source code level and is thus portable, depending only on the programming language. The TASA approach relies of creating $N$ binaries to use in the analysis stage (collecting end-to-end measurements for input into MBPTA) and then deploying a single binary for which it is assumed the pWCET distribution derived via EVT will apply. Unfortunately, as discussed above this logic is faulty. The $N$ binaries represent different systems from that which is deployed, and hence the results from applying EVT are not valid for the deployed system.

6.3 Cache Risk Patterns with Random Placement

A significant issue with both hardware and software random placement is that some randomly chosen placements may result in a cache risk pattern [106] whereby a number of accesses within a loop conflict in the cache, thus resulting in a large increase in the execution time for that particular configuration. Further, the probability of such a pattern occurring can be below that which might
reasonably be observed in the limited number of execution time observations used in MBPTA, but above the probability threshold (e.g. $10^{-9}$) at which such long execution times can safely be ignored. Thus random placement can create a needle-in-a-haystack problem, making the results provided by MBPTA unreliable.

Research aimed at addressing the above problems was developed predominantly by the same group of researchers who investigated software and hardware random replacement methods (see Sections 6.1 and 6.2, including Abella, Benedicte, Cazorla, Kosmidis, and later Milutinovic [4, 13, 14, 98, 99, 97].

In 2014, Abella et al. [4] identified the above issue with the random placement scheme of Kosmidis et al. [68] and suggested taking observations using a smaller cache as a way of revealing cache risk patterns by making them more likely to occur in the limited number of runs employed by MBPTA. Analysis is given which aims to compute the reduction in the size of the cache needed to achieve this. This analysis makes an assumption that a cache risk pattern for a given placement will always be observed in a run that uses that placement; however, unless the code is single path, or the loop is executed on every path, then this assumption may not hold. Different runs may exercise different paths, only a few of which may cause the loop with the cache risk pattern to execute. Hence the reduction in the size of the cache necessary to achieve sound results may be substantially greater than that computed using the formulation given in the paper. We note that the analysis provided by Abella et al. [4] assumes that each unique address is re-mapped independently by the random placement mechanism. While that may be the case using a hardware approach to random placement [68], with software random placement schemes [72] code and data are subject to random placement only at the level of functions and objects. It is not clear if the method proposed by Abella et al. [4] can be applied in that case; however, it is apparent that the issue of unobserved large variations in execution time also exists with software random placement schemes.

In 2016, Benedicte et al. [13] studied the problem of cache risk patterns with hardware random placement. In particular, they review the analysis given by Abella et al. [4] which determines the probability $P_{eoi}$ of a particular event of interest (i.e. a cache risk pattern) occurring based on an approximation using weak compositions theory. The authors present a precise calculation of $P_{eoi}$ using an approach based on multinomial coefficients. This calculation shows that the value of $P_{eoi}$ computed by Abella et al. [4] using weak compositions theory may over-estimate the precise value. Such an over-estimate leads to an under-estimate of the number of runs required to have confidence that the event will occur during the runs used to collect execution time observations for input into EVT, thus undermining the soundness of the estimated pWCET distribution. Calculation of the precise value for $P_{eoi}$ takes significantly longer, and may become intractable due to the need to enumerate all possible cache allocations of interest. The method is only valid for programs with “homogeneously accessed objects” in other words, programs where every object (e.g. instruction) is accessed the same number of times, i.e. in one single outer control loop with no conditional branches.

The issue of cache risk patterns due to software random placement schemes was also addressed by Benedicte et al. [14] in 2016. The authors note that unlike hardware random placement, software random placement works at the level of functions and objects and thus the probability that a particular object is allocated to a given cache set is dependent on the allocation of previous objects. They also note that determining a precise model of the probability $P_{eoi}$ of a particular event of interest (a cache risk pattern) is intractable. Given a number of objects and their sizes, Monte-Carlo simulation is therefore used to estimate $P_{eoi}$, and hence whether it is greater than the required threshold e.g. $10^{-9}$, but nevertheless too low to have confidence that the event will occur during the runs used to collect execution time observations for input into EVT. If so, the
number of runs $R$ is computed such that the probability that the event will not be seen in $R$ runs is less than $P_{\text{conf}} = 10^{-9}$. This is given by the formula $R \geq \log(P_{\text{conf}})/\log (1 - P_{\text{eoi}})$. The evaluation shows that when the number of objects is in the range $[5-60]$ (depending on cache and object sizes), then $P_{\text{eoi}}$ can fall into the problematic range requiring an increase in the number of runs. Some examples are given showing that with $P_{\text{eoi}} = 0.085$ then the number of runs needs to be increased to approx 2500. However, we note that for smaller values of $P_{\text{eoi}}$ e.g. $10^{-6}$ which also appears in the evaluation figures for a smaller number of objects, then the number of runs required such that the probability of not observing the event is less than $10^{-9}$ becomes very large e.g. approx. $2 \times 10^7$, which is unlikely to be attainable in practice. Aside from the potential for requiring very large numbers of runs, the main drawback of this approach is that, as the authors note, it only works for programs with homogeneously accessed objects. This severely restricts the use of the method when realistic programs, e.g. with functions within conditionals and nested loops, are considered.

In 2016, Milutinovic et al. [98] addressed an issue with the approach of Abella et al. [4] to identifying cache risk patterns caused by random placement that have a very low probability of being captured in the observations used in MBPTA. They showed that the approach of Abella et al.[4] “only works when the impact on execution time of mapping any subset, bigger than $W$ (the number of cache ways) is the same”. This is only the case if all of the accesses are made in a round-robin fashion, for example single path code within a single large loop; however, this is not the case for programs in general which contain conditionals and other constructs. The method proposed by the authors aims to solve this problem. It considers all $\binom{U}{x}$ combinations of $x$ out the $U$ different memory block accesses in the program, where $x$ is varied in the range $[W+1,U]$. The probability of a given combination of $x$ accesses mapping to the same cache set is computed and if this is found to be in the range of interest, then cache simulations are performed with the given combination of $x$ accesses mapped to the same cache set and other accesses mapped at random. The simulation runs are used to determine an average miss count for the combination. This information is used to obtain a set of $(\text{miss\_count, probability})$ pairs indicating the number of misses and their probability, derived from all of the combinations simulated. These points are plotted on a graph and compared with the probabilistic Worst-Case Miss Count (pWCMC) distribution obtained using MBPTA. If the pWCMC distribution does not upper bound all of the $(\text{miss\_count, probability})$ points, then the number of observations used in MBPTA is increased until it does. The complexity of the method makes it intractable for practical programs with large numbers of memory block accesses due to the number of different combinations involved. For example 100 distinct memory block accesses and a 4-way cache would require cases where 5 address mapped to the same cache set are considered, of which there are $\binom{100}{5} \approx 7 \times 10^7$ combinations. The authors attempt to deal with this problem by limiting $U$ to the 15 most heavily accessed memory blocks. In the EEMBC benchmarks used for evaluation, this restriction means that approximately two thirds of the accesses are covered. No argument is given explaining why this is sufficient to ensure that the results obtained are sound.

In an extension [99] published in 2017, to their previous work [98] from 2016, Milutinovic et al. gave an example showing how the original [4] and improved [13] analysis of cache risk patterns, given by Abella et al. and Benedicte et al. respectively, fails to provide trustworthy results in cases when accesses are made in a non-homogeneous way. Evaluation using the EEMBC benchmark suite shows that for all of the benchmarks considered, these works under-estimate the number of observations required by MBPTA leading to results (i.e. pWCET distributions) that are untrustworthy below a probability of exceedance that is in the range 0.9 to 0.001 depending on the benchmark. (By contrast, sound results would be trustworthy down to at least a probability of exceedance of $10^{-9}$). Further, they also evaluate issues of trustworthiness with the earlier
approach of Milutinovic et al. [98]. They show that issues can occur for simple cases where there are more addresses accessed in a loop than are considered by the analysis. Comparing the results for $U = 10$ to those for $U = 15$ on the EEBMC benchmarks shows that limiting the number of addresses considered can lead to either an over- or an under-estimation of the number of observations required by MBPTA, with under-estimation (occurring in 3 out of the 8 benchmarks) leading to untrustworthy results at the required probability of exceedance ($10^{-9}$).

Prior to the above works, many papers were published assuming random placement, but as far as we can tell they did not check that the number of observations made was sufficient to avoid the hazards of cache risk patterns described above. The validity of the evaluation results for systems using random placement in the following papers is therefore questionable: [68, 72, 69, 73, 67, 71, 119, 129, 128, 60, 61, 136].

Subsequently in 2017, Milutinovic et al. [97] recognised some of the problems with their previous work [98, 99] on identifying cache risk patterns caused by random placement that have a very low probability of being captured in the observations used in MBPTA. In particular, they note that “evaluating in the cache simulator all potentially conflictive combinations of addresses is not feasible in the general case due to its exponential dependence on the number of addresses”. For $U = 15$ different addresses, exhaustive evaluation via cache simulation is shown to require 27 hours per benchmark on a compute cluster running 100 jobs in parallel. To address this problem the authors propose a Time-aware Address Conflict (TAC) approach which aims to identify a list of address combinations that if mapped to the same cache set can result in a high miss count. The basic method is the same as that described by Milutinovic et al. [98, 99], but rather than examining an exhaustive list of conflicting address combinations, only a limited number (i.e. 20) for each number $K$ of conflicting addresses are considered. Values of $K$ are examined from $W + 1$ upwards, where $W$ is the number of cache ways, stopping when the probability of $K$ addresses mapping to the same cache set is below the cutoff probability. The address combinations on the TAC list are ranked according to the concept of guilt, which aims to identify those combinations of addresses which are likely to result in high cache miss counts. Guilt is a heuristic estimate formulated via an expression which reflects the re-use distance of each address access. This is used to populate an address guilt matrix which aims to capture the extent to which misses on accesses to some address $A$ are caused by accesses to some other address $B$. The TAC approach uses the information in the address guilt matrix to determine a ranking for different combinations of address accesses. A small number of the top ranked combinations are then evaluated via cache simulation. This reduction in the number of combinations considered improves the runtime by orders of magnitude compared to the exhaustive approach. The approach is shown to be effective, giving the same results as the exhaustive approach when the number of different addresses considered is limited to 15. Further evaluation on a railway case study considers 10 different test cases defined by specific input vectors, with the address traces used as input into the method. It appears that the approach is limited in its applicability to traces of addresses and thus to single paths through a program. MBPTA can be applied on a per-path basis giving a result that is valid for a single path, and can also be applied on a per-program basis. It is not clear how, or even if TAC would work on a per-program basis. We note that the guilt metric is a heuristic, and there is no proof given that it is guaranteed to always ensure that the address combinations with the highest likelihood of resulting in cache misses will be examined. Thus the improvement in runtime efficiency appears to come at a cost in terms of reduced confidence that the resulting pWCET distribution is valid.

In 2018, Milutinovic et al. [100] considered the problem of cache risk patterns due to random placement policies when applying the Path Upper Bounding (PUB) technique of Kosmidis et al. [70] (see Section 5.1). Recall that PUB pads the code with extra accesses in such a way that the pWCET distribution for any path through the modified code upper bounds the pWCET.
distributions for all paths through the original code. Thus only one arbitrary path through the modified code needs to be exercised to obtain a sound pWCET estimate. The authors apply the TAC approach [97] (discussed above) to the modified code produced by PUB. They show that applying PUB can make cache risk patterns due to random placement either more or less likely to occur, and may in some cases significantly increase the number of observations required by MBPTA to obtain sound estimates of the pWCET distribution (e.g. from 3000 to 500,000). They give examples where cache risk patterns lead to an under-estimate of the number of observations required when using PUB alone, resulting in an estimated pWCET distribution which is unsound compared to the empirical distribution obtained by taking a large number of observations. The use of TAC is intended to address this problem.

6.4 Buffers, Buses and other Resources

As well as random replacement caches with/without random placement, other resources have been investigated and adapted to provide randomised behaviour, with the aim of making systems more amenable to being analysed using MBPTA techniques. The majority of the work in this area was published by a group of researchers including Slijepcevic, Cazorla, Kosmidis, Jalle, Abella, Hernandez, and Quinones from 2013 – 2016 [119, 27, 74, 65, 25, 60].

In 2013, Slijepcevic et al. [119] proposed a Degraded Test Mode (DTM) which when combined with fault tolerant random replacement caches enables MBPTA to be used to obtain pWCET distributions which estimate the execution time behaviour of the system in the presence of a given number of hardware faults that cause some cache lines to become unavailable. The motivation for this work is that although test methods can verify that processors do not contain faults when first deployed, degradation can cause latent defects to manifest into permanent faults. Hardware mechanisms can address such failures to some extent, e.g. by disabling cache lines when a faulty bit is detected. The rate at which this occurs depends on the technology scale used. With random placement and a set-associative random replacement cache or a fully-associative random replacement cache, the authors argue that there is little dependence on the actual cache lines which are faulty. Thus the degraded test mode configures the cache to have a number of lines disabled, commensurate with the fault probability per bit over the required lifetime of the system. MBPTA can then be applied to the system in degraded mode. Due to a lack of dependence on the location of any failed lines, the resulting pWCET distribution is valid for any set of bit failures in the cache lines that could be expected during the lifetime of the system.

Also in 2013, Cazorla et al. [27] looked at the requirements placed on the analysis phase runs of a program on a hardware platform, with the aim of ensuring that the observations of execution times are representative of or upper bound those for any population of such values that might be obtained during operation. As discussed in Section 4 representativity is necessary for the estimated pWCET distribution derived via MBPTA to be valid for future scenarios of operation. The authors reinforce the point made by Cucu-Grosjean et al. [34] in 2012 that adequate path coverage is required to ensure that observations from the worst-case path are included. The authors classify a number of different sources of execution time variation that need to be controlled for. For example, division operations may take a variable time dependent on the operands. Such variation could potentially be controlled for by using worst-case values, or in hardware via a worst-case mode, where such operations always take their worst-case time to execute. Code and data placement in memory typically affect the mapping to cache, which impacts execution times. Here, the authors suggest using random placement techniques to ensure representativity; however, as discussed in Section 6.3, random replacement also has significant problems relating to representativity due to cache risk patterns.

In 2014, Kosmidis et al. [74] aimed to set out the properties or architectural features that a
processor needs to have to guarantee that the MBPTA method [34] can be applied. They classify hardware resources into either jitterless, having no execution time variability, or jittery resources. Jittery resources may result in latencies that depend on the execution history or the input values or a combination of the two. They propose that jittery resources should either be assumed to always take their worst-case latency or be time-randomised. In the evaluation, the authors apply MBPTA to programs running on a time-randomised architecture with both instruction and data caches using random placement and random replacement. They use the statistical tests described by Cucu-Grosjean et al. [34] to check if the execution time observations are i.i.d., and this was shown to be the case for the EEMBC benchmarks used. The authors claim that “Both tests are passed in all cases, which proves that the example architecture meets the i.i.d. requirement.”. This claim of proof is in our view extended too far, rather the experiments show that the observations are i.i.d., but only for the particular instances of those benchmarks on the given architecture. There is no evidence that this would necessarily be the case for any program on the given architecture. Later work by Lima et al. [88] (discussed in Section 4.3) shows that using a random replacement cache is not sufficient to guarantee that observations are i.i.d., neither does an LRU cache necessarily preclude it. We note that in general any hardware resources or software variables that preserve state between runs of a program could potentially lead to dependences between execution time observations, breaking the independence property.

A random permutation bus was proposed by Jalle et al. [65] in 2014 as a means of connecting cores and memory in a multi-core system. With a random permutation bus, the bus arbiter produces a new random permutation (order for contenders to access the bus) every \( N \) rounds, where \( N \) is the number of contenders. The random permutation bus is compared to a lottery bus (introduced by Lahiri et al. [79] in 2001) that makes a random selection of which contender gains access to the bus on each round, and a conventional Round-Robin bus. Applying MBPTA, the authors show that the pWCET estimate at an appropriate exceedance probability is reduced by between 1.5% and 9.6% for a random permutation bus as compared to a Round-Robin bus. In the latter case, an assumption is made that every access incurs the worst-case delay.

In 2015, Panic et al. [102] showed how systems that incorporate buses and other resources with TDMA arbitration may be analysed using MBPTA. The key idea is that the largest difference between execution times that can be caused by a misalignment of any number of synchronous (blocking) requests with the TDMA cycle is \( w - 1 \) where \( w \) is the length of the overall cycle as shown by Kelter et al. [66]. The authors extend this result to multiple TDMA resources showing that it generalises to \( \text{LCM}(w_1, w_2, \ldots) - 1 \). Given these results, the simple expedient of analysing the system using MBPTA and then padding the results by adding the largest difference that could be caused by misalignment with the TDMA cycle, results in an upper bound. Since the padding is typically small compared to overall execution times, this method is effective and provides superior performance to the random permutation bus [65] or forcing all accesses to take the worst-case time. An extended version of this work was published in 2017 by Panic et al. [103], adding a discussion of the impact of timing anomalies.

The behaviour of random replacement caches, random permutation bus arbitration, and other hardware components with time-randomised behaviour depends on the quality of the underlying random number generator. In 2015, Agirre et al. [5] described a Pseudo-Random Number Generator (PRNG) designed to provide the random numbers needed to implement these hardware components. The proposed PRNG uses a Linear-Feedback-Shift-Register (LFSR) design, which provides a long period (> \( 2^{60} \)) for the random number sequence. The LFSR design is modified to produce a 32-bit pseudo random number on each cycle, groups of bits from which are then used as the random numbers required for different components (e.g. instruction and data cache etc.). The authors discuss a number of ways in which the basic design can be hardened to meet
the safety requirements of IEC-61508 SIL 3. These include duplicating the PRNG and checking via a voter that the outputs match, and also using a watchdog timer to check that new values have been produced. They report that the PRNG passes 187 out of the 188 tests specified by the US National Institute of Standards and Technology for assessing randomness properties. Failing only the Linear Complexity test which is used to determine if the sequence produced is complex enough to be considered random [109]. The evaluation shows that the observed execution times for the EEMBC matrix benchmark failed the i.i.d. tests used as part of the MBPTA method when obtained from a LEON 3 processor prototyped on an FPGA using the default random policy, but passed those tests when the LFSR PRNG implementation was used.

In 2015, Hernandez et al. [60] took a preliminary look at the changes potentially needed to the LEON3 multi-core processor in order to support the use of MBPTA. They identify a number of points: The existing random replacement policy, which can be configured for the caches, uses a randomisation method that is not of sufficient quality. It is replaced by the PRNG described by Agirre et al. [5]. Further, hardware enabled random placement is implemented using the method based on a parametric hash function described by Kosmidis et al. [67]. The core-to-L2 and L2 cache are modified so that requests from one core cannot cause stalls for another core. Finally, the bus and memory controller arbitration policies are round-robin and FIFO respectively. The authors suggest that these need to be modified to be either random permutation [65] or lottery bus [79]; however, this change is not made, instead benchmarks are run on only one core thus avoiding issues of contention. The brief evaluation shows that the 1000 execution time observations used for each of the two programs vary by less than 0.001% for rspeed, and by 0.04% for the matrix benchmark. This tiny variation is due to the fact that the benchmarks fit comfortably in the cache. The authors draw no conclusions, but suggest that they will in future study further benchmarks with different cache requirements.

In 2016, Cazorla et al. [25] and Kosmidis et al. [76] summarised the research and development work on support mechanisms for the MBPTA method [34] developed during the EU PROXIMA project and described in previous papers.

Also in 2016, Slijepcevic et al. [117] proposed a tree-based Network-on-Chip (NoC) for a many-core system, adapted with the aim of permitting MBPTA of tasks running on the cores. The tree-based NoC uses either Round-Robin (with a worst-case mode enabled for analysis), Lottery, or Random Permutation methods for arbitration at each level in the tree. The evaluation shows that the tree-based NoC provides higher performance than a bus for clusters of 8 or 16 cores. Slijepcevic et al. followed this work with a further paper [118] in 2017 on the use of Random Permutation methods in the routers of a wormhole NoC. The aim being to avoid the systematic worst-case behaviour which has to be accounted for in the analysis of worst-case traversal times when deterministic arbitration policies are used. Applying MBPTA, and using a probability of exceedance of $10^{-13}$, the authors show that the pWCET estimates improve on the WCETs for an equivalent NoC with deterministic routing by an average 22% to 75% for 3x3 and 6x6 NoCs respectively. (This assumes that the number of in-flight requests are limited, a technique that improves the analysed performance in the randomised case, but not in the deterministic case).

An alternative approach to implementing random replacement caches was proposed by Benedicte et al. [12] in 2018. Recall that on a cache miss, the conventional random replacement policy selects at random any one of the cache lines in the cache set for replacement. With $W$ ways this means that on a cache miss the probability of eviction is $1/W$ for each cache line in the set. Although this form of randomisation is effective in supporting MBPTA, it is also inefficient. For example, alternate accesses to two addresses that map to the same cache set may cause mutual evictions even in the case where there are 4-ways available. The authors propose a form of random permutation to avoid this problem and thus improve performance. With this Random
Permutations Replacement (RPR) method a random permutation is generated for each cache set. This permutation determines the order in which all of the ways in the set will be subject to eviction. Once all of the ways have been evicted then another random permutation is chosen and so on. This has the advantage that any repeating sequence of \( K < W \) distinct address accesses can only result in a maximum of \( K - 1 \) evictions. (This worst-case can happen across the boundary of two permutations). The authors describe an efficient hardware implementation of the RPR mechanism which trades off the number of distinct permutations used against the number of bits required for implementation. The evaluation shows that the approach results in pWCET estimates at an appropriate probability of exceedance that are on average 24% better than those for conventional random replacement for the Mälardalen benchmarks studied, and 16% better on average for a railway case study.

6.5 Summary and Perspectives

The concept of an “MBPTA-compliant” platform has been pursued in many publications with the intent that any program running on the platform will be amenable to analysis using MBPTA methods. While a commendable goal, recent research indicates that there is no such panacea. Time-randomised architectures are neither necessary nor sufficient for the application of MBPTA methods based on EVT. Rather the combination of input values and hardware states, the program, and the hardware platform all influence whether MBPTA methods can be applied. Appropriate statistical tests are needed on the sample of execution time observations to determine if the method can be applied, with goodness-of-fit tests used to determine if the estimated pWCET distribution is a close match to the empirical distribution of the maxima or peaks over threshold. While time-randomised architectures may make it more likely that MBPTA methods can be applied, they cannot guarantee it. Neither do time-predictable (deterministic) architectures preclude the use of MBPTA methods [112, 16, 53, 54, 88, 87]. Time-randomised architectures may help in avoiding hazards due to pathological cases where large variations in execution time can occur very rarely (i.e. below the level at which they can reasonable be observed in testing) without being made up of a combination of smaller variations that can be observed (see the hypothetical example at the start of Section 6). However, time-randomisation does not always achieve this and can sometimes make the situation worse, as has been shown in the case of random placement.

The work on random placement policies (reviewed in Sections 6.1 and 6.2) has a number of issues. Randomising the mapping of memory blocks to cache sets across different runs of a program has been shown to lead to cache risk patterns which may not be detected during testing and analysis, but which can seriously impact execution times at much higher probabilities than are acceptable in terms of the resulting timing overruns. Despite work by Abella et al. [4], Benedicte et al. [13, 14], and Milutinovic et al. [98, 99, 97] there are as yet no viable practical solutions to this problem that can guarantee to produce trustworthy results for realistic programs. Static Software Randomisation [73, 71, 78] where a single randomly chosen placement is used in the deployed system with various different random placements used in testing and timing verification, appears to misinterpret the requirements of MBPTA methods that build upon EVT. For these methods to give sound results, it is necessary that the observations made in the analysis phase are either directly representative of those that could occur during operation, or upper bound them as noted by Cazorla et al. [27]. This is not the case when observations are taken from different binaries, which effectively constitute different systems. Such observations are not identically distributed with respect to those from the system during operation, and hence it is invalid to use the estimated pWCET distribution obtained via EVT in this case. Finally, while hardware random placement requires custom hardware [9], dynamic software random placement [72] goes counter to engineering practice, conflicting with the design principles set out in standards such
as ISO26262. Such re-arrangement of code and data objects at runtime means that deployed systems could run code and data layouts that have never been tested. This is unacceptable in many industries.

7 Case Studies, Benchmarks and Evaluation

Many papers surveyed in the previous sections include some form of evaluation. In this section, we review work that specifically focuses on performance evaluation, through the use of case studies, benchmarks, or evaluation frameworks. In addition, we review papers that provide a critique of SPTA and MBPTA methods and the open challenges that remain.

7.1 Critiques

In 2014, Reineke [108] made a critical technical comparison between deterministic analysis of LRU caches and probabilistic analysis of random replacement caches. He derives a number of logical conclusions, considering first random replacement and then random placement versus deterministic alternatives. Conclusion 1: LRU is preferable to random replacement in that it always has better guaranteed performance compared to the simple re-use distance formula for SPTA given by Davis et al. [39]. (We note that this is no longer the case with more effective SPTA techniques [7, 6]). Regarding MBPTA, Reineke [108] notes that the measurement protocol introduced by Cucu-Grosjean et al. [34] flushes the cache on program start and also prevents all input-dependent memory accesses from accessing the cache. Thus for a given path the sequence of accesses going to the cache is the same on every run, independent of the input data. Under that assumption, the behaviour of an LRU cache is fixed for a given path and so the program has only one execution time for each path. Conclusion 2 follows: MBPTA can be more efficiently employed on top of an LRU cache. With random placement, Reineke [108] shows that no independent non-zero probabilities of a cache hit can be assigned to accesses with a stack distance greater than zero. Conclusion 3 follows: random placement would require complex conditional static probabilistic analysis and is not amenable to current analysis techniques. Regarding MBPTA, Reineke [108] shows that with random placement, MBPTA cannot necessarily detect that there may be rare layouts (e.g. with a probability of $10^{-6}$) that result in a large number of cache misses. Such layouts may not be observed in the runs used in the analysis phase of MBPTA. Conclusion 4 follows: random placement is not suitable for use with MBPTA. (We note that the same conclusion has also been reached by Maxim et al. [92] by considering the reproducibility property of a measurement protocol required to ensure the convergence of any set of measurements towards a representative, and thus sufficient, number of execution time observations for EVT-based estimation of the pWCET distribution).

The technical critique given by Reineke [108] was discussed by Mezzetti et al. [96] later in 2015. Regarding the use of SPTA techniques with random replacement caches (Conclusion 1), they point to the more effective SPTA methods developed by Altmeyer and Davis [7], published after Reineke's paper, which show that the guaranteed performance of random replacement caches is incomparable with that for LRU caches. With respect to SPTA and random placement (Conclusion 3), they agree that while it is true that current SPTA approaches cannot be used with random placement, future advances may be possible along this line. To the best of our knowledge, as yet no such advances have been made. Regarding the use of MBPTA with random replacement caches (Conclusion 2), the authors note that random replacement has better performance than LRU when the stack distance of accesses exceeds the number of cache ways, since in that case LRU treats all accesses as misses. With respect to MBPTA and random placement (Conclusion 4) they note the work on identifying the potential for cache risk patterns [4] as a possible means of addressing this issue.
In 2015, Stephenson et al. [123] outlined a certification argument structure aimed at providing an appropriate argument for the use of MBPTA methods [34] in an industrial context. This makes use of Goal Structuring Notation (GSN) to provide a modular structure showing the relationships between different parts of the required argument that have different concerns. The required argument is broken down into a number of elements relating to execution time measurement, soundness of the MBPTA method, soundness of the timing data extraction, and uncertainty mitigation. Further details of what is required for the “sound method” argument are then discussed. These include the need for testing to adequately sample the path or paths that represent the worst-case, and a number of factors related to the statistical methods used. Such factors include the use of appropriate parameter values in hypothesis testing, e.g. in the i.i.d. test, and testing the hypothesis that the tail of the distribution matches a Gumbel distribution. The authors point out that a lack of confidence in the values of the parameters used could lead to a lack of confidence in the overall method. Similarly, confidence is needed that the size of the sample of observations used is sufficient. They also note that “The application of the MBPTA method requires providing evidence that the hypothesis on which it stands hold in the context of use.” and that currently the parameters used are based on general practice for statistical approaches.

Subsequently in 2017, Gil et al. [49] discussed the open challenges in MBPTA. They identified three main areas:
1. How to ensure that a representative set of observations is obtained? This involves determining the requirements for representativity, generating appropriate test vectors that will result in representative observations, checking that coverage of the program and hardware states are sufficient for representativity, and determining how many observations are needed.
2. How to ensure a trustable application of EVT? This involves demonstrating that the methods used to obtain EVT configuration parameters are reliable, and that the application of those methods is reproducible.
3. How to interpret the results of EVT? This involves understanding the uncertainties in the overall measurement and analysis process, and determining an appropriate exceedance probability to use.

7.2 Case Studies and Evaluation

In 2011, Santos et al. [113] investigated the composition of statistical models of execution time for components, and how this is affected by different architectural features. They considered pairs of components \(c_1\) and \(c_2\), and examined whether the simple convolution of the execution time distributions obtained for the components in isolation (which is valid assuming independence) gives a good approximation of the joint distribution obtained when \(c_2\) is executed immediately following \(c_1\). They used the Kolmogorov-Smirnov goodness-of-fit test to test the hypothesis that the two distributions are the same. The evaluation used code from the MiBench suite, with the SimpleScalar tool chain used to simulate modern processors with features such as out-of-order execution. Out of 100 compositions (pairs and triples) only 3 resulted in rejection of the null hypothesis. (The null hypothesis is that the distribution formed from convolution of the distributions for single components obtained independently is the same as the distribution obtained by running the components consecutively). They also investigated which of 37 different hardware configuration parameters had the strongest influence on the difference between the distribution obtained via convolution and that directly measured. The re-order buffer had the most influence overall; however, for the cases where the null hypothesis was rejected the branch predictor had the most influence.

Time composability was also investigated by Kosmidis et al. [75] in 2013 in relation to software running on a system with fully-associative random replacement caches. They showed that the cache interference due to some other software component \(B\) running between invocations of a
particular component A, can be characterised in terms of the maximum number of cache evictions that B can cause. This is limited to at most the number of distinct addresses \( u \) that the code in B accesses. They propose using a micro-benchmark to characterise the maximum impact that any such code B with \( u \) distinct accesses can have on the pWCET distribution of A. Equation (2) in the paper aims to compute the number \( e \) of evictions required to evict at least \( u \) distinct entries from the cache. (We note that with random replacement no such guarantee can be made; instead, the formula approximates the number of evictions required such that the expected number of distinct entries evicted is \( u \)). This formula is used to determine how many evictions a micro-benchmark should make to upper bound the impact that the interfering code in B can have on the subsequent execution time of the code in A by evicting at most \( u \) useful lines from the cache. The improvements found in the pWCET estimates at an appropriate probability of exceedance compared to flushing the cache were 5-10% for a 4Kbyte cache and 10-25% for a 32Kbyte cache for programs from the Mälardalen benchmark suite.

Later in 2013, Kosmidis et al. [77] applied the MBPTA method developed by Cucu-Grosjean et al. [34] (see Section 4.1) to systems that include buffer resources. They showed that resources with deterministic behaviour such as FIFO buffers do not create different probabilities of execution time outcomes for any given sequence of events, but rather propagate execution time variability or jitter. (We note that this result is somewhat unsurprising, since such buffers have deterministic behaviour any single fixed pattern of inputs yields a single fixed pattern of outputs).

In 2014, Abella et al. [2] compared deterministic and probabilistic methods of estimating the WCET / pWCET distribution using code from the Maladarlen benchmark suite [56]. This work compares classical static deterministic timing analysis using the Heptane tool for an LRU cache to SPTA and MBPTA for a random replacement cache. The comparisons investigate the sensitivity of the different approaches to cache line size and associativity. The SPTA method used is the initial approach derived by Davis et al. [39] (see Section 3.3) that uses only reuse distances, and provides a simple multi-path analysis. The MBPTA method used is the one developed by Cucu-Grosjean et al. [34] (see Section 4.1). The authors only consider single-path benchmarks. They found that in this case the results for MBPTA were less pessimistic compared to simulation than those from SPTA. We note that it would be interesting to see these comparisons repeated using the more sophisticated SPTA methods subsequently developed by Altmeyer et al. [7, 6], as well as for multi-path programs using the SPTA derived by Lesage et al. [83, 82] (see Section 3.3).

In 2013, Wartel et al. [129] applied the MBPTA method developed by Cucu-Grosjean et al. [34] (see Section 4.1) to an Integrated Modular Avionics case study. The software for the case study comprises five functions from an application that performs data concentration and maintenance of the flight control computers. This software was run on a simulator composed of a PowerPC MPC755 instruction set and pipeline emulator combined with a time accurate cache simulation. The memory hierarchy comprised separate 32KB, 8-way set-associative write-through L1 caches, and a 64KB, 8-way set-associative unified L2 copy-back cache. The caches used both random replacement and random placement. MBPTA was successfully applied, with only a few hours needed to extract the measurements and analyse the resulting observations to produce estimated pWCET distributions. The pWCET estimates at appropriate exceedance probabilities resulted in values between 0.1% and 3.8% greater than the highest observed execution time for an equivalent configuration with caches using LRU replacement and modulo placement. We note that it is not clear if these figures include the overheads of random placement, which were previously shown to be considerably higher by Kosmidis et al. [68] (see Section 6.1).

In a further avionics case study in 2015, Wartel et al. [128] applied the MBPTA method of Cucu-Grosjean et al. [34] to two different programs. The first performs data concentration and maintenance of the flight control computers, while the second computes an estimation of the centre
of gravity of the aircraft. The programs were run on a cycle accurate timing simulator which models the MPC755 architecture. The case study investigates two different hardware configurations. The first is a single core that uses software random placement of functions and stack frames with LRU caches. The second is a multi-core that uses hardware randomisation (random replacement caches, random placement, and a random permutation bus arbiter). In both cases the observations of execution times pass the i.i.d. tests enabling the MBPTA method to be applied. The results show that software randomisation increases the pWCET estimate at an appropriate exceedance probability by 12% for the first application compared to the maximum observed value for an equivalent system with modulo placement. In the multi-core case, the increases were 15% and 28% for the two applications. The authors note that the observed execution times in the multi-core case were relatively independent of the load running on the other processors, and that this was not the case with an equivalent system using a Round-Robin bus arbiter where the execution times varied by more than a factor of 3. We note that this is a consequence of the fact that Round-Robin is work-conserving whereas random permutation is effectively a variation on TDMA, which re-orders the slots allocated to each core on each cycle. A more interesting comparison would have been with traditional TDMA.

In 2015, Lesage et al. [85] introduced a framework that can be used to evaluate the precision of MBPTA. This is difficult to do with complex programs and hardware due to the difficulty in obtaining a ground truth in terms of the precise pWCET distribution. Instead of providing real measurements as input to the MBPTA method developed by Cucu-Grosjean et al. [34] (see Section 4.1), the proposed framework instead provides realistic data from synthetic tasks. Restrictions on the abstract model used enable the precise pWCET distribution to be computed and used as a reference. The technique operates by first creating an Abstract Syntax Tree (AST) representing the program. Execution Time Profiles (ETPs) are then obtained for basic blocks, via measurements of the real program. These are attached to the AST, which is used to represent a synthetic task. To evaluate the MBPTA method, the synthetic task is “executed”, i.e. a random path is chosen through the task and values from the ETPs for the basic blocks visited by that path are chosen at random. The overall synthetic execution time is then passed to MBPTA as an observation. With this model, the precise pWCET distribution can be computed from the AST via a tree-based analysis. For the simple synthetic tasks considered, the path randomisation used is sufficient to ensure path coverage. With full path coverage, the MBPTA method provides a tight and sound bound on the execution time obtained from the computed (precise) pWCET distribution at an exceedance probability of $10^{-9}$. Further evaluation was performed removing nodes (and hence complete paths) from the AST, these experiments show that a lack of path coverage quickly degrades the soundness of the results with optimistic execution time predictions appearing and becoming more prevalent as the number of omitted nodes is increased. This illustrates the critical importance of achieving path coverage when analysing real systems. Some aspects of the approach reported are favourable to current MBPTA techniques, for example the random choice of values from the ETPs, and the use of completely independent ETPs for basic blocks avoids path and state dependences which may be present with real programs running on a real system. The authors suggest that the framework could be adapted to model different forms of dependences in future, for example dependences between successive runs, and dependences between the ETPs for successive blocks.

In 2017, Mezzetti et al. [94] applied the EPC method [136] (see Section 5.1) to a railway application; a simplified European Train Control System. They describe how EPC was integrated into an industrial tool chain (Rapita RVS\textsuperscript{16}). Recall, that EPC collects observations at the basic

\textsuperscript{16}See https://www.rapitasystems.com/
block level. It then uses probabilistic padding computed using SPTA techniques derived by Altmeyer and Davis [7] to increase the execution times observed to account for any advantage that may have accrued due to the path taken to that block. Observations can then be synthesised for all paths. The authors note that although EPC does not require that all paths are exercised when obtaining the execution times for basic blocks, as shown by Lesage et al. [85], all paths do need to be covered by the synthesised observations. In practice the number of paths may be very large, the authors therefore make use of semantic information in the form of flow facts to reduce the number of paths considered as feasible, accounting for maximum loop iterations and correlations between conditionals. This is highly effective in the case of the railway application studied, reducing the number of paths considered from 12996 to just 26. The hardware platform used is an FPGA prototype implementing a modified LEON3/4 architecture, with random modulo placement [61] and random replacement caches. We note that there is no mention of whether the issue of cache risk patterns previously identified with random placement was addressed (see Section 6.3). The results of a simple control experiment indicate that the EPC method leads to approx. 10-20% over-approximation of the pWCET at an appropriate exceedance probability, compared to exhaustively exercising all paths and using MBPTA. With the railway case study, unfortunately the worst-case path could not be exercised during testing; however, from analysis of a similar path that was executed, the authors estimate the over-approximation at around 30%. They note that only 23% of basic blocks needed padding, and that padding increases the original observations by on average 10%, and up to 400% in the worst-case.

In 2017, Fernandez et al. [48] reported on a case study using software random placement [72] (see Section 6.2) in support of MBPTA. These techniques were applied to an application that controls the active optics of a space telescope. This application runs on a LEON3 processor with separate L1 data and instruction caches and a unified write-back L2 cache. The evaluation shows that the maximum observed execution time is changed little by the overheads of dynamic software randomisation. Further, the pWCET estimate at a probability of exceedance of $10^{-15}$ is only approx. 2% larger than the maximum observed execution time for the original version, and hence substantially less than the 20% engineering margin that the authors claim is typically applied in this system. We note that in this work there is no mention of any mitigation of the issues of cache risk patterns (see Section 6.3) that can occur with software random placement.

In a 2-page paper in 2017, Cros et al. [33] reported on a case study applying MBPTA to a space application (Thrust Vector Control). They used a LEON3 processor with random modulo placement [61] and an FPU modified to have fixed latency operations in analysis mode. The results show that the pWCET at a probability of exceedance of $10^{-6}$ is 1.5 times larger than the maximum observed execution time for the equivalent deterministic system. This equates to the 50% engineering margin that the authors claim is usually applied in this system. The values for an exceedance probability of $10^{-9}$, $10^{-12}$, and $10^{-15}$ were approx. 1.75, 2.0, and 2.2 times larger respectively.

The use of the MBPTA method developed by Cucu-Grosjean et al. [34] (see Section 4.1) was extended to multi-core hardware (a 4-core LEON 3 platform implemented on an FPGA) by Diaz et al. [43] in 2017. The key challenge here is to address the additional contention delay on memory requests due to tasks running on the other cores. With the proposed method, the task under analysis is run on a single core in isolation, i.e. with no contenders, and execution time observations recorded. To account for possible contention, Performance Monitoring Counters (PMCs) are used to record the number of requests of different types. Two approaches are then used to add on appropriate upper bounds on the additional delays that could be caused by contention. A fully time composable (fTC) approach includes the maximum possible delay that any contending tasks on other cores could cause. A partially time composable (pTC) approach matches up
each memory request of the task under analysis with the worst-case additional delays that could be caused by specific contending tasks, taking into account the maximum number of delays of different types that they may cause. pTC provides a tighter bound than fTC, but requires specific information about the contenders. The experimental evaluation shows that the results from MBPTA for tasks running in isolation are a few percent above the maximum observed value, thus the remaining evaluation which factors in contention reveals mainly the effectiveness of the fTC and pTC approaches. The pTC approach provides good results with a bound of less than 1.5 times the observed multi-core value for the benchmarks considered. The fTC approach is much more pessimistic with bounds 12 times larger.

Also in 2017, Silva et al. [116] evaluated the reliability and tightness of the estimated pWCET distributions derived by MBPTA via fitting (i) GEV and (ii) Gumbel distributions using the Block Maxima approach. They used the L-moments method to fit a GEV distribution, and the Maximum Likelihood Estimator to fit a Gumbel distribution. The evaluation assesses reliability in terms of whether the pWCET estimate at a probability of exceedance of $10^{-15}$ and its confidence intervals are above the High Water Mark (HWM), i.e. the maximum, obtained from $10^8$ observations used for validation. The tightness is assessed by comparing the pWCET estimate at a probability of exceedance of $10^{-7}$ with the maximum values observed from $10^8$ and $10^9$ samples. Experiments were performed on the bsort, insertsort, and bs sorting algorithms from the Mälardalen benchmark suite using input data that selected the worst-case path (effectively single path examples). Variability in run times was therefore only due to hardware randomisation in the execution platform. This was an FPGA implementation of a dual-core processor with a randomised bus and a random replacement cache. The experiments show that using a GEV distribution, there is significant variability in the pWCET estimates at a probability of exceedance of $10^{-15}$ for different analysis sample sizes (from 3 to 100 blocks of size 50). Further, since the HWM was often within the confidence interval, and so could be above the pWCET estimate, the results were not reliable. Fitting to a Gumbel distribution, however, provided reliable results which were also tight, i.e. only a few percent higher than the HWM. Further experiments were also performed using synthetic input data from GEV distributions with specific shape parameters in the range $-1/2$ to $+1/2$. In all cases, fitting to a GEV proved unreliable. For shape parameters that were negative or zero, using a Gumbel distribution was reliable and provided reasonably tight results. For positive shape parameters, fitting to a Gumbel distribution is not appropriate and indeed it produced results that were optimistic. The evaluation also showed that the Continuous Ranked Probability Score (CRPS) metric used in the method derived by Cucu-Grosjean et al. [34] to determine when sufficient samples have been obtained for analysis resulted in reliable results, but could be improved upon. Improvements could be achieved either by using a smaller threshold, or via assessing convergence using plots of the pWCET estimate and confidence intervals versus sample size, as shown in the paper. We note that fitting a distribution minimises the absolute error rather than attempting to minimise the over-approximation while avoiding any under-approximation. Fitting a Gumbel distribution to data from a distribution with a finite maximum (which would be better represented by a reversed Weibull distribution) typically results in an over-approximation. The authors consider this over-approximation to be indicative of the reliability of the method when using a Gumbel distribution; however, we would caution against drawing such a conclusion. In these cases, the distribution is an over-approximation because there is a mismatch with the shape parameter. This results in a fitted distribution which is pessimistic at small probabilities of exceedance. This pessimism is not necessarily an indicator that the method is reliable per se (i.e. always produces sound results). Indeed, for cases where the shape parameter is positive, using a Gumbell distribution produces results which are optimistic.
In 2018, Reghenzani et al. [107] described chronovise, an open source software framework for MBPTA. Chronovise is a static C++ library that supports the Block Maxima, Peak-over-Threshold and MBPTA-CV [3] approaches.

7.3 Summary and Perspectives

Evaluation of the MBPTA method introduced by Cucu-Grosjean et al. [34] on avionics case studies at Airbus [129, 128] has shown both the applicability of the method to real systems, and also that the use of random replacement caches comes at a relatively small performance penalty compared to using deterministic replacement policies such as LRU. Recent work (discussed in section 4.2) shows that MBPTA methods can also be successfully applied to systems running on time-predictable architectures. For example Berezovskyi et al. [16, 15] successfully apply MBPTA methods to programs running on an NVIDIA Kepler GK104 GPU, and Guet et al. [53, 54] to benchmarks running on an Intel Xeon with 4 cores and 3 levels of cache. Initial work by Diaz et al. [43] in 2017, shows how the MBPTA approach can be extended to a multi-core system.

The important issue of proving the validity and correctness of the results from MBPTA has been investigated by Lesage et al. [85]. They showed that a lack of path coverage quickly degrades the soundness of the results, with optimistic execution time predictions appearing and becoming more prevalent as the number of omitted paths increases. Mezzetti et al. [94] addressed the path coverage problem using the EPC method [136] and demonstrated its effectiveness on a railway application.

Silva et al. [116] evaluated the reliability and tightness of the pWCET estimates derived using MBPTA by fitting GEV and Gumbel distributions, concluding that using GEV is unreliable (with large confidence intervals), while Gumbel can provide results that are reliable and tight in those cases where it is applicable. To show that it is applicable; however, requires checking against the maxima of a very large number of observations obtained in a validation phase. It is important to note here that fitting a distribution minimises the absolute error rather than attempting to minimise the over-approximation while avoiding any under-approximation. Fitting a Gumbel distribution to data from a distribution with a finite maximum, which would be better represented by a reversed Weibull distribution, typically results in a fitted distribution which is pessimistic at small probabilities of exceedance. This pessimism is not necessarily an indicator that the method is reliable per se (i.e. always produces sound results). Indeed, for cases where the shape parameter is positive, using a Gumbell distribution is likely to produce results which are optimistic.

8 Conclusions

In this survey, we reviewed research into probabilistic timing analysis techniques for hard real-time systems. We covered the main subject areas: static probabilistic timing analysis (SPTA), measurement-based probabilistic timing analysis (MBPTA), and hybrid methods (HyPTA), as well as reviewing supporting mechanisms and techniques, case studies, and evaluations.

8.1 Open Issues

We conclude by identifying open issues, key challenges and possible directions for future research. We present these open issues and challenges as a series of questions. While there has been progress in some of these areas, as highlighted in this survey, comprehensive solutions are currently tantalizingly out-of-reach. Further research is needed to secure a sound and comprehensive basis for the potential subsequent development and deployment of industry strength tools.
1. How much hardware time-randomisation is needed to ease the use of MBPTA methods in practice? Is custom time-randomised hardware with random replacement caches, random permutation buses etc. really necessary?

2. What are the hazards involved in applying MBPTA methods to systems comprising time-predictable COTS hardware that use entirely deterministic policies, and how can these hazards be overcome?

3. How can we solve the path coverage problem such that the user of MBPTA methods is not required to provide a measurement protocol that exercises all possible paths through the code? What level of coverage is needed for the MBPTA methods to provide sound results?

4. How can we apply MBPTA to multi-path programs? Do we have to apply MBPTA to each path individually and then combine the results to obtain a valid upper bound? Or is it possible to use measurements from different paths as input into EVT and still obtain sound results? (There is an argument that doing so makes it much harder to ensure representativity).

5. How can we solve the representativity problem such that the sample of observations used as input to MBPTA result in a pWCET distribution that correctly characterises the behaviour of the system during any future scenario of operation?

6. Given that testing can continue to produce execution time observations almost indefinitely, how do we know when sufficient observations have been obtained for an accurate estimate of the pWCET distribution to be derived?

7. How can we validate that a MBPTA implementation actually produces correct results?

8. How can we provide MBPTA for systems where execution time observations exhibit dependences?

9. How to apply MBPTA methods to systems using multi-core processors where there is substantial contention for shared hardware resources (e.g. interconnect, memory hierarchy, caches, DRAM etc.) between programs running on different cores?

10. How to apply MBPTA methods to systems that make use of multi-threading on a single core, and thus interleave the execution of a number of programs resulting in interference on shared hardware resources?

11. How can we mechanise MBPTA so that, for example block sizes and thresholds can be selected automatically?

12. How can we convince certification authorities that estimated pWCET distributions derived via MBPTA methods are safe?

8.2 Directions for Future Research

We end this survey with a discussion of an important direction for future real-time systems research which probabilistic analysis techniques may be able contribute to.

There is a continuing trend in industry sectors including avionics, automotive electronics, consumer electronics, and robotics away from development and deployment on single-core processors towards using significantly more powerful and complex Common-Off-The-Shelf (COTS) multi-core and many-core hardware platforms. This trend is driven by requirements on size, weight and power consumption, increasing cost pressures and the demand for more complex and capable functionality delivered through software. The use of COTS multi-core hardware poses significant challenges in terms of verifying timing behaviour and ensuring that real-time constraints are met. These challenges stem from the complexity of the architecture and the way in which hardware resources such as the interconnect and the memory hierarchy are shared between different processing cores. Some researchers are seeking to address these problems through approaches based on partitioning and separation (e.g. single-core equivalence [91]), while others aim for solutions based on considering the explicit interference on each hardware resource from co-running programs and
how this demand can be served by the available resource supply \[8, 37\]. There is the potential for probabilistic timing analysis and probabilistic schedulability analysis techniques (reviewed in a companion survey \[38\]) to play a role in the timing verification of such complex real-time systems.

There are a number of ways in which the interference effects of cross-core contention can be considered within a framework of probabilistic timing verification:

- By running synthetic “worst-case” contenders on other cores during the analysis phase. The idea being to account for the worst-case cross-core interference that could possibly occur irrespective of the actual co-runners, within the estimated pWCET distributions. The difficulty with this context-independent approach lies in determining which contenders, or combination of contenders, actually produce the worst-case interference for a given program. Further, the cross-core interference assumed may be very pessimistic, i.e. much larger than can actually occur in the operational system with the real co-runners.

- By running the real co-runners during the analysis phase. This approach has the advantage that it can potentially avoid some of the pessimism in the above context-independent approach. The estimated pWCET distributions obtained would only apply for the specific set of co-runners. Thus they would be context-dependent. This approach has the disadvantage that it makes the problem of representativity even more acute, since different combinations and timings of co-runners need to be considered.

- By using isolation or partial isolation techniques (implemented in either software or hardware) to limit or bound the interference that can occur due to contention for shared resources in a way that is independent of the actual behaviour of the co-runners. Synthetic contenders can then be used to generate this maximum interference at analysis time enabling sound upper bounding of the pWCET distributions that can occur during normal operation of the system.

- By running the program under analysis in isolation with all the other cores idle. In this case, the estimated pWCET distributions obtained would not include the impact of any co-runners. Instead, these effects would need to be integrated at a later stage, for example within some form of probabilistic schedulability analysis. The advantage of this approach is that it reduces the issues of representativity to the single core case; however, difficulties remain in soundly including the effects of cross-core contention without the results becoming either unsound or highly pessimistic.

- By running the complete system and applying statistical analysis (e.g. based on EVT) to response times, rather than execution times (see Section 7 of the companion survey \[38\] for a review of the initial work in this area). This approach again raises difficulties with representativity; however, it has the advantage that it treats the entire system as a grey box requiring less detailed information about the hardware and software behaviour.

Since the initial work of Burns and Edgar \[22\] in 2000 on probabilistic timing analysis, significant progress has been made in the development of both measurement-based and static probabilistic timing analysis techniques. However, there are still many important unanswered questions and open issues that need to be addressed. In particular, work on probabilistic timing analysis and probabilistic schedulability analysis for multi-core and many-core systems is in its infancy with opportunities for significant advances addressing an important research challenge.
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A Appendix: Measurement Protocols

In this appendix, we briefly discuss measurement protocols and test vector generation, since they underpin approaches to measurement-based timing analysis. We use the term scenario of operation to mean a potentially repeating sequence of runs of a program, starting from a feasible initial hardware state and progressing via a valid evolution of the program’s input values. To run a program over a particular scenario of operation, a measurement protocol needs to provide information about the initial hardware configuration, which is used to set up the initial hardware state, and a sequence of input values, referred to as a test vector, which are input to the program as it iterates over a number of runs. The aim of a measurement protocol is to exercise the program in ways that are relevant to the parameter being measured. For example, if the parameter being measured is a code coverage metric, then the measurement protocol would aim to use a set of scenarios and test vectors designed to exercise paths that cover all of the statements (or all of the conditions) in the code. In the case of the WCET, the set of scenarios and test vectors need to be designed to exercise the longest paths through the code, assuming that those paths can be identified in some way. The major difficulty in designing an appropriate measurement protocol is in choosing which scenarios and hence which test vectors to use.

Search-based techniques were successfully applied to the problem of automatic test data generation for structural code coverage by Tracey et al. [125] in 1998. While measurement protocols designed for code coverage can potentially provide a useful starting point for the WCET problem, in general even MC-DC coverage is insufficient. Further, full path-coverage is typically unattainable due to issues of tractability, although some programs for high integrity systems may be simple enough that all paths can be covered. Structural coverage offers a more attractive starting point for hybrid measurement-based analysis which records execution times at the level of simple functions or sub-programs as discussed by Deverge and Puaut [42] in 2005; however, there are still issues with how these execution times are combined due to dependences on the previous history of execution.

Search techniques developed by Wegener et al. [131] in 1997, Tracey et al. [126] in 1998, Wegener and Mueller [130] in 2001, and multi-criteria optimisation developed by Bate and Khan [10] in 2011 have also been investigated in the context of test data generation with the aim of finding input values that result in large execution times. The basic idea is to use an evolutionary algorithm to mutate or evolve a population of test data, with the fitness function determined by the execution time of the program with that data as input. Multi-criteria optimisation works in a similar way, but takes into account additional criteria such as the number of cache misses as well as the execution time.

In 2005, Williams [134] proposed a static analysis tool that seeks to determine a set of test vectors that exercise every path. This was later extended in 2009 by Williams and Roger [135] with the aim of avoiding the need for full path coverage, for example by maximising loop counts.
In 2008, Wenzel et al. [132] described a tool for measurement-based timing analysis that uses a combination of test data reuse, random search, heuristics and model checking. It partitions the program into user defined segments (to ease path complexity), with instructions inserted at segment boundaries to ensure a consistent hardware state. In 2011, Bunte et al. [21] showed that commonly used metrics for functional testing including statement coverage, decision coverage, and MC/DC coverage are insufficient to obtain safe WCET estimates. Instead, they propose a balanced path metric which ensures that all feasible pairs of basic blocks are exercised in combination. This metric is shown to be much more effective than the common code coverage metrics, but is still not completely safe. Later in 2011, Bunte et al. [24] explored the combination of model checking, used to produce a set of test vectors that provide basic block coverage, and a genetic algorithm, which aims to modify these test vectors to maximise execution times. They evaluated this combined approach using the relative safety metric developed previously [21].

Recent work by Law and Bate [80] in 2016, aimed at maximising loop bounds and achieving path coverage at the level of individual functions. The techniques proposed make use of simulated annealing in combination with fitness functions that target branch coverage and loop counts as well as execution time. They show that this approach is more effective in providing WCET approximations than fitness functions based solely on maximising execution time.

While these methods are effective in finding large execution times, there are no guarantees that test data which results in the worst-case execution time will be found.

Further related work in 2017 by Braams et al. [20] presented EDiFy, a measurement-based framework that aims to derive the execution time distribution of a program via exhaustive evaluation of the program inputs. Since the execution time distribution depends on the distribution of input values, the input value distribution is assumed to be provided for each independent input variable and also the conditional distribution for any dependent variables. EDiFy addresses issues of tractability via a combination of static analysis and an anytime algorithm. Static analysis is used to reduce the state-space by pruning irrelevant input variables, and clustering variable ranges where the execution time is guaranteed to be the same. The anytime algorithm makes use of a logarithmic traversal function over the variable ranges. This ensures rapid convergence and an early tight approximation of the execution time distribution. Execution times are obtained by running the program with the selected input values.

Although we have touched upon issues of test data generation and measurement protocols in the above discussion a comprehensive review of research in this area is outside of the scope of this survey. As far as we are aware, to date there has only been very limited work done on the problem of defining appropriate measurement protocols to support MBPTA. The majority of works on MBPTA (see Section 4) aim at analysing single paths and focus on obtaining sufficient observations for the path under analysis. They then rely on additional knowledge to identify the worst-case paths or existing functional testing to provide sufficient path coverage. A pWCET distribution for the program is then constructed using an envelope over the pWCET distributions for individual paths, i.e. the per-path method (see Section 2.3). Cucu-Grosjean et al. [34] note that full path coverage is a pre-requisite to obtaining sound results from MBPTA. This is backed up by the empirical work of Lesage et al. [85] which shows that omitting some paths can quickly degrade the estimated pWCET distribution output by MBPTA leading to optimistic (i.e. unsound) results. Hybrid methods (see Section 5) go some way to addressing the path coverage problem; however, they are limited in their applicability. Further research is clearly needed to define appropriate measurement protocols that can fully support MBPTA methods, while also addressing issues of representativity.
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Abstract

This survey covers schedulability analysis techniques for probabilistic real-time systems. It reviews the key results in the field from its origins in the late 1980s to the latest research published up to the end of August 2018. The survey outlines fundamental concepts and highlights key issues. It provides a taxonomy of the different methods used, and a classification of existing research. A detailed review is provided covering the main subject areas as well as research on supporting techniques. The survey concludes by identifying open issues, key challenges and possible directions for future research.

1 Introduction

Systems are characterised as real-time if, as well as meeting functional requirements, they are required to meet timing requirements. Real-time systems may be further classified as hard real-time, where failure to meet their timing requirements constitutes a failure of the system, or soft real-time, where failure to meet timing requirements leads only to a degraded quality of service. Today, both hard and soft real-time systems are found in many diverse application areas including: automotive, aerospace, medical systems, robotics, and consumer electronics.

Real-time systems are typically implemented via a set of programs, also referred to as tasks, which are executed on a recurring basis. Verifying the timing correctness of a real-time system is typically framed as a two step process:

- **Timing Analysis** seeks to characterise the amount of time which each task can take to execute on the hardware platform. Typically, this is done by estimating, as a single value, an upper bound on the Worst-Case Execution Time (WCET) of the task.

- **Schedulability Analysis** seeks to characterise the end-to-end response time of functionality involving one or more tasks, taking into account the way in which the tasks are scheduled and any interference between them. An upper bound on the Worst-Case Response Time (WCRT) can then be compared to the deadline for that function to determine if end-to-end timing requirements can be guaranteed.

The concept of probabilistic real-time systems departs in two main ways from the classical model described above. Firstly, it recognises that the execution times of tasks may exhibit significant variability due to hardware effects (e.g. caches, branch prediction, pipelines, and other hardware acceleration features) as well as due to different input values and paths taken through the code.
Thus the WCET may be substantially larger than typical execution times and may rarely occur. Much of the work on the analysis of probabilistic real-time systems therefore models the execution time of each task using a probability distribution with distinct probabilities associated with each possible value of execution time. Secondly, the timing requirements are such that deadlines are no longer considered to require absolute guarantees, but rather the probability of the deadline being exceeded must be below some specified threshold. (In practice, there may also be constraints on the number of consecutive deadlines that can be missed and hence on the probability that such a black-out period exceeds a certain length).

The concept of probabilistic real-time systems spans both the traditional classifications of hard and soft real time systems. In the case of a hard real-time system, failure to meet a deadline may constitute a failure of the system; however, provided that the probability of such a failure occurring is sufficiently small, for example leading to a failure rate of no more than $10^{-7}$, $10^{-8}$, or $10^{-9}$ per hour of operation, then it may still be acceptable to the system designers. This stems from the observation that the mechanical and electrical components of systems are typically designed with similar failure rates in mind (measured in terms of the number of failures per hour or billion hours). Thus engineering the timing behaviour of a system function to ensure a much smaller failure rate would have little or no impact on overall reliability and availability, while it could potentially require the provision of much more costly hardware. Acceptable failure rates depend on the criticality level assigned to the system function, as an example in the automotive standard ISO-26262 each Automotive Safety Integrity Level (ASIL) is associated with an observable failure rate. These are $10^{-9}$ per hour for ASIL D, $10^{-8}$ for ASIL C and B, and $10^{-7}$ for ASIL A. (Note, the relationship between failure rates per hour of operation and appropriate thresholds on probabilities of failure for individual tasks depend on various factors considered in fault tree analysis, including any mitigations and recovery mechanisms that may be applied in the event of a timing failure [62]).

We note that traditional analysis techniques can still be applied in cases where a very low level of deadline misses are permissible; however, since the reasoning used can only argue that either all deadlines will be met or not, then the results produced can in some cases be very conservative, thus requiring substantial hardware over-provision compared to the results of probabilistic schedulability analysis expressed in terms of probabilities or probability distributions.

In the case of soft real-time systems, failure to meet a deadline and the consequent late response represents a degradation in the quality of service provided or the utility of the results produced. Here, probabilistic schedulability analysis can be used to characterise the expected quality of service that the system will provide.

This survey classifies and reviews probabilistic schedulability analysis techniques for real-time systems, where one or more task parameters are modelled as random variables, i.e. via probability distributions. Probabilistic schedulability analysis aims to determine for a set of tasks with parameters described by probability distributions, scheduled according to a given policy (for example fixed priority preemptive scheduling or Earliest Deadline First (EDF)) if those tasks can be guaranteed to meet their timing requirements, described in terms of probabilistic deadlines (i.e. deadlines with associated thresholds on the maximum acceptable probability of a deadline miss), or to simply compute the probability of deadline failure.

Much of the literature on probabilistic schedulability analysis models task execution times via probability distributions, while other works consider probabilistic Worst-Case Execution Time (pWCET) distributions. The latter can be derived via probabilistic timing analysis, us-

---

1 In this survey, we adopt the widely used term “probabilistic schedulability analysis” noting that it can easily be misinterpreted. To clarify, while the results produced are expressed in terms of probabilities or probability distributions, the analysis methods themselves are deterministic in the sense of always producing the same results from the same inputs, unlike, for example, randomised search techniques.
ing analytical methods referred to as Static Probabilistic Timing Analysis (SPTA) [35, 53, 11, 10, 85, 84] or statistical methods referred to as Measurement-Based Probabilistic Timing Analysis (MBPTA) [32, 58, 66, 44, 150, 135, 133, 88, 87]. Probabilistic timing analysis techniques are reviewed in detail in a companion survey [52].

Research into probabilistic schedulability analysis can be classified into eight main categories. This classification forms the basis for the main sections of this survey. Note, for ease of reference we have numbered the categories to match the sections, starting at 3.

3. **Probabilistic Response Time Analysis**: these methods compute the probability distribution of the response time of each task, or the jobs of each task. These response time distributions can then be compared to the deadlines to determine if the timing requirements are met.

4. **Probabilistic Analysis assuming Servers**: these methods assume that each task is allocated a proportion of the processor bandwidth via a server. This has the advantage of isolating the tasks from interfering with one another, which simplifies the schedulability analysis.

5. **Real-Time Queuing Theory**: these methods estimate the fraction of deadlines that will be met from queue length dependent lead-time profiles. These profiles describe the time to go to the deadline and the distribution of queue lengths obtained via queueing theory.

6. **Probabilities from Faults**: works in this category assume additional execution time or load on the system from fault recovery operations as a consequence of faults that occur according to some probability distribution.

7. **Statistical Analysis of Response Times**: works in this category differ from those above in that they use statistical techniques based on observations of response times to predict the probability of deadline failure.

8. **Probabilistic Analysis of Mixed Criticality Systems**: these methods analyse mixed criticality systems using a richer representation (e.g. execution times described by probability distributions) rather than discrete WCET estimates for different levels of criticality.

9. **Miscellaneous**: research in this category explores different aspects of scheduling probabilistic real-time systems, including tasks with precedence constraints, the imprecise computational model, randomised job dropping, priority assignment policies, component based scheduling, and multiprocessor scheduling.

10. **Addressing Issues of Intractability**: the methods reviewed in this section aim to significantly reduce the runtime of probabilistic schedulability analysis techniques.

The research in these categories is summarised by authors and citations in Table 1. Note the sub-categories correspond to the subsections of this survey.

It is interesting to note how research in the different categories has progressed over time. Figure 1 illustrates the number of papers reviewed in each of the main categories covered by this survey that were published in 3-year time intervals from 1988 to 2018. (This figure is best viewed online in colour). A number of observations can be drawn from Figure 1. Firstly, the volume of research into probabilistic schedulability analysis has greatly increased since its origins in the late 1980s / early 1990s. The number of publications on the main theme of probabilistic response time analysis (Section 3) has steadily increased during this time. Work on server-based analysis and real-time queueing theory (Sections 4 and 5) have produced a small number of papers over most of the time period. By contrast, work on probabilities derived from faults (Section 6) began in 1999, with a peak in 2003 - 2006, and fewer publications in recent years. Categories of more recent interest (i.e. publications since 2007) include statistical analysis (Section 7) and addressing issues of tractability (Section 10). However, the hot topic in recent years, albeit with mainly preliminary publications, is work on probabilistic approaches to mixed criticality systems (Section 8). This area has shown a rapid expansion in the number of publications since 2015.

Before moving to the sections of this survey which review the literature, we first discuss (in Section 2) fundamental concepts and issues pertaining to probabilistic schedulability analysis.
Table 1 Summary of publications from different authors in the categories described in the main sections and subsections of this survey.

<table>
<thead>
<tr>
<th>3 Probabilistic Response Time Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.1 Analysis for Periodic Tasks with No Backlog</td>
</tr>
<tr>
<td>Woodbury and Shin [152], Tia et al. [143], Atlas and Bestavros [13], Gardner et al. [60], Tanasa et al. [141]</td>
</tr>
<tr>
<td>3.2 Analysis for Periodic Tasks with Backlog</td>
</tr>
<tr>
<td>Diaz et al. [54, 55], Lopez et al. [93], Kim et al. [76], Ivers and Ernst [70], Tanasa et al. [140]</td>
</tr>
<tr>
<td>3.3 Analysis for More Complex Task Models</td>
</tr>
<tr>
<td>Cucu-Grosjean and Tovar [41], Cucu-Grosjean [40], Maxim et al. [105], Maxim and Cucu-Grosjean [106], Maxim and Bertout [104], Santinelli and Cucu-Grosjean [130, 131], Santinelli et al. [136], Khan et al. [74], Santinelli [129], Carnevali et al. [34], Ben-Amor et al. [23], Markovic et al. [103]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>4 Probabilistic Analysis assuming Servers</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.1 Analysis for Server-based Systems</td>
</tr>
<tr>
<td>Abeni and Buttazzo [2, 3, 4], Kaczynski et al. [72], Manica et al. [99], Abeni et al. [6, 5], Palopoli et al. [122, 120, 121], Frías et al. [59, 146]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>5 Real-Time Queuing Theory</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.1 Analysis based on Real-Time Queuing Theory</td>
</tr>
<tr>
<td>Barrer [20], Panwar et al. [123], Lehoczky [83], Doytchinov et al. [56], Hansen et al. [67], Zhu et al. [154], Gromoll and Kruk [63], Kruk et al. [79]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>6 Probabilities from Faults</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.1 Analysis of Fault Recovery on Processors</td>
</tr>
<tr>
<td>Burns et al. [33, 30], Broster and Burns [27, 26], Kim and Kim [75], Aysan et al. [18], Short and Proenza [138], Santinelli et al. [134]</td>
</tr>
<tr>
<td>6.2 Analysis of Fault Recovery on CAN</td>
</tr>
<tr>
<td>Navet et al. [117], Broster et al. [28, 29], Aysan et al. [19], Axer et al. [17], Davis and Burns [48], Nolte et al. [119], Zeng et al. [153]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>7 Statistical Analysis of Response Times</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.1 Statistical Estimation</td>
</tr>
<tr>
<td>Navet et al. [116], Lu et al. [96, 97, 94, 95], Liu et al. [91], Maxim et al. [111]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>8 Probabilistic Analysis of Mixed Criticality Systems</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.1 Analysis for Mixed Criticality Systems</td>
</tr>
<tr>
<td>Santinelli and George [132], Guo et al. [64], Maxim et al. [107, 108], Alahmad and Gopalakrishnan [9, 8], Draskovic et al. [57], Abdeldaim and Maxim [4], Kuttler et al. [80]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>9 Miscellaneous</th>
</tr>
</thead>
<tbody>
<tr>
<td>9.1 Task Graphs and Precedence Constraints</td>
</tr>
<tr>
<td>Manolache et al. [100, 101, 102], Hua et al. [69]</td>
</tr>
<tr>
<td>9.2 Multiprocessor Analysis</td>
</tr>
<tr>
<td>Nissanka et al. [118], Leulseged and Nissanka [86], Mills and Anderson [113, 112], Liu et al. [92], Wang et al. [149, 148], Ren et al. [128]</td>
</tr>
<tr>
<td>9.3 Miscellaneous Models and Techniques</td>
</tr>
<tr>
<td>Hu et al. [68], Hamann et al. [65], Kim et al. [77], Gopalakrishnan [61]</td>
</tr>
<tr>
<td>9.4 Position Papers</td>
</tr>
<tr>
<td>Quinton et al. [125], Cucu-Grosjean [42, 43]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>10 Addressing Issues of Intractability</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.1 Re-sampling</td>
</tr>
<tr>
<td>Refaat et al. [127], Maxim et al. [110, 109], Milutinovic et al. [114]</td>
</tr>
<tr>
<td>10.2 Analytical Methods and Other Techniques</td>
</tr>
<tr>
<td>Chen and Chen [36], von der Bruggen et al. [147], Chen et al. [37]</td>
</tr>
</tbody>
</table>
Note that conventional schedulability analysis techniques aimed at systems where task parameters are specified by single values rather than probability distributions are outside of the scope of this survey, they are reviewed in detail in a number of prior works [137, 49, 45].

2 Fundamentals and Key Issues

The term *probabilistic real-time systems* is used to refer to real-time systems where one or more of the task parameters (e.g., execution time, period, etc.) are described by random variables. Although a parameter, such as the execution time of a task, is described i.e. *modelled* by a random variable, this does not necessarily mean that the actual parameter itself exhibits random behaviour or that there is necessarily any underlying random element to the system that determines its behaviour. The actual behaviour of the parameter may depend on complex and unknown or uncertain behaviours of the overall system. As an example, the outcome of a coin toss can be modelled as a random variable with heads and tails each having a probability of 0.5 of occurring, assuming that the coin is fair. However, the actual process of tossing a coin does not actually have a random element to it. The outcome could in theory be predicted to a high degree of accuracy if there were sufficiently precise information available about the initial state and the complex behaviour and evolution of the overall physical processes involved. There are, however, many useful results that can be obtained by modelling the outcome of a coin toss as a random variable. The same is true in the analysis of probabilistic real-time systems.
In this survey we use calligraphic characters to denote random variables. As an example, the discrete probability distribution of the execution time $\mathcal{X}$ of a task may be described by a \textit{Probability Mass Function} (PMF)

$$\mathcal{X} = \begin{pmatrix} 1 & 2 & 4 \\ 0.85 & 0.1 & 0.05 \end{pmatrix}$$  \hspace{1cm} (1)

indicating that there is a probability of 0.85 that the execution time will be 1, a probability of 0.1 that it will be 2, and a probability of 0.05 that it will be 4. Thus the \textit{Cumulative Distribution Function} (CDF) is given by:

$$F_X(x) = P(\mathcal{X} \leq x) = \begin{cases} 0 & \text{if } x = 0 \\ 0.85 & \text{if } x = 1 \\ 0.95 & \text{if } x = 2 \\ 0.95 & \text{if } x = 3 \\ 1 & \text{otherwise} \end{cases}$$  \hspace{1cm} (2)

Further, the \textit{Complementary Cumulative Distribution Function} (1-CDF) or \textit{Exceedance Function} is given by:

$$\bar{F}_X(x) = P(\mathcal{X} > x) = \begin{cases} 1 & \text{if } x = 0 \\ 0.15 & \text{if } x = 1 \\ 0.05 & \text{if } x = 2 \\ 0.05 & \text{if } x = 3 \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (3)

Timing requirements in probabilistic real-time systems are typically specified in terms of \textit{probabilistic deadlines}. In contrast to conventional timing requirements where only a relative deadline is specified, probabilistic timing requirements also prescribe a limit or threshold on the maximum acceptable probability that the deadline will be missed. Extending the simple example above, let us assume that the task has a period of 10 and a deadline of 3, and is the only task in the system. In that case it would have a \textit{Deadline Miss Probability} of 0.05 (which can be obtained directly from the 1-CDF) and would therefore be viewed as schedulable if the threshold on the probability of deadline failure were specified as 0.1.

In the above example, with a single task, schedulability analysis deriving the probabilistic response time distribution is trivial, since the response time distribution is the same as the execution time distribution. However, once multiple tasks are considered, then execution time distributions need to be combined in some way to form a probabilistic response time distribution, and this gives rise to issues relating to \textit{independence}.

### 2.1 Independence

\textbf{Definition 1.} Two random variables $\mathcal{X}$ and $\mathcal{Y}$ are \textit{probabilistically independent} if they describe two events such that knowledge of whether one event did or did not occur does not change the probability that the other event occurs. Stated otherwise, the joint probability is equal to the product of their probabilities

$$P(\{\mathcal{X} = x\} \cap \{\mathcal{Y} = y\}) = P(\mathcal{X} = x) \cdot P(\mathcal{Y} = y).$$

In our context this means that the execution times of two jobs of the same or different tasks are \textit{independent} if the event that the execution time of the first job takes a particular value $x$ has no effect on the probability that the execution time of the second job will take some value $y$. If this is not the case, then the execution times of the two jobs are said to be \textit{dependent}.
Much of the literature on probabilistic schedulability analysis assumes that the random variables describing the execution times of jobs of the same or different tasks are independent. When the assumption of independence holds, then the basic convolution operator $\otimes$ can be used to determine the sum $Z = X \otimes Y$ of the independent random variables $X$ and $Y$ where:

$$P\{Z = z\} = \sum_{k=-\infty}^{k=+\infty} P\{X = k\} P\{Y = z - k\}$$ (4)

For example, if both $X$ and $Y$ are given by

$$\begin{pmatrix}
2 & 10 \\
0.6 & 0.4
\end{pmatrix} \otimes \begin{pmatrix}
2 & 10 \\
0.6 & 0.4
\end{pmatrix} = \begin{pmatrix}
4 & 12 & 20 \\
0.36 & 0.48 & 0.16
\end{pmatrix}$$ (5)

Issues of dependence are of great importance in probabilistic schedulability analysis, since an assumption of independence when it does not in fact exist can easily result in the computation of unsound i.e. optimistic probabilities of a deadline miss. As an example, adapted from the work of Ivers and Ernst [70], consider how the execution time distributions $X$ and $Y$ for the jobs of two tasks may be combined to obtain a response time distribution. Here, we assume that task $\tau_X$ has the higher priority and runs first and we are interested in the response time of task $\tau_Y$ which is released at the same time as task $\tau_X$, but runs once task $\tau_X$ has completed. If the execution times of the two jobs are independent, then the response time distribution may be obtained via convolution as given in (5) above. Thus assuming a deadline of 10 the probability of a deadline miss is 0.64, whereas with a deadline of 15 the probability of a deadline miss would be 0.16. If the execution times are instead perfectly positively correlated, then whenever task $\tau_X$ executes for 2 time units then so does task $\tau_Y$, and similarly if $\tau_X$ executes for 10 time units, then so does task $\tau_Y$. In this case, the response time can only take two values: 4 and 20, with probabilities of 0.6 and 0.4 respectively. Thus, compared to the independent case, the probability of missing a deadline of 15 is increased to 0.4, whereas the probability of missing a deadline of 10 is decreased to 0.6. If instead the execution times are perfectly negatively correlated, then whenever task $\tau_X$ executes for 2 time units then task $\tau_Y$ executes for 10 time units, and vice-versa. In this case the response time is always 12. Interestingly, while the probability of missing a deadline of 15 is reduced to zero, missing a deadline of 10 is now certain; it has a probability of 1, which is higher than in the case of either independence or positive correlation. This simple example serves to illustrate that the correctness of probabilistic schedulability analysis, and the response time distributions produced, crucially hinges upon the dependences between task execution times. The difficulty is that in practice the actual execution times of jobs of the same or different tasks are unlikely to be independent, rather they may exhibit correlation emanating from history dependent software states (e.g. static local variables) or history dependent hardware states (e.g. shared cache lines within the memory hierarchy), and also from dependences due to common or correlated input values that change only slowly over time.

### 2.2 pWCET Distributions

Some recent works on probabilistic schedulability analysis assume that the execution time behaviour of tasks is characterised by a probabilistic Worst-Case Execution Time (pWCET) distribution.

---

2 In this survey, we use the adjective sound to indicate a description, an analysis, or a probability distribution that provides information about the system that is not optimistic with respect to its timing behaviour. Thus the information provided may be precise, or it may be pessimistic.
This term has been used widely in the literature, with a number of different definitions given. Below, we provide an overarching definition of the pWCET distribution.

**Definition 2.** The *probabilistic Worst-Case Execution Time (pWCET)* distribution for a task is the least upper bound, in the sense of the greater than or equal to operator $\geq$ (defined below), on the execution time distribution of the jobs of the task for every valid scenario of operation, where a *scenario* of operation is defined as an infinitely repeating sequence of input states (including both input values and software state variables) and initial hardware states that characterise a feasible way in which recurrent execution of the task may occur.

**Definition 3.** (From Diaz et al. [55]) The probability distribution of a random variable $X$ is greater than or equal to (i.e. upper bounds) that of another random variable $Y$ (denoted by $X \geq Y$) if the Cumulative Distribution Function (CDF) of $X$ is never above that of $Y$, or alternatively, the 1-CDF of $X$ is never below that of $Y$. Similarly, the probability distribution of a random variable $X$ is less than or equal to (i.e. lower bounds) that of another random variable $Y$ (denoted by $X \leq Y$) if the Cumulative Distribution Function (CDF) of $X$ is never below that of $Y$, or alternatively, the 1-CDF of $X$ is never above that of $Y$.

Graphically, Definition 2 means that the 1-CDF of the pWCET distribution is never below that of the execution time distribution for any specific scenario of operation. Hence the 1-CDF or *exceedance function* of the pWCET distribution may be used to determine an upper bound on the probability $p$ that the execution time of a randomly selected job of the task will exceed an execution time budget $x$, for any chosen value of $x$. This upper bound is valid for any feasible scenario of operation.
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**Figure 2** Exceedance function or 1-CDF for the pWCET distribution of a task, and also execution time distributions for specific scenarios of operation.

Figure 2 illustrates the execution time distributions for a number of different scenarios of operation (solid lines), the precise pWCET distribution (red dashed line) which is the least upper bound (i.e. the point-wise maxima of the 1-CDF) for all of these distributions, and also some
arbitrary upper bound pWCET distribution (red dotted line) which is a pessimistic estimate of
the precise pWCET. Also shown (on the y-axis) is an upper bound $p$ on the probability that any
randomly selected job of the task will have an execution time that exceeds $x$ (on the x-axis). The
value $x$ is referred to as the pWCET estimate at a probability of exceedance of $p$. (More formally,
the precise upper bound pWCET distribution is given by $\sup_{\theta \in \Theta} \bar{F}_\theta$ where $\bar{F}_\theta$ is the 1 - CDF for
scenario of operation $\theta$, and $\Theta$ is the space of all valid scenarios of operation).

Note that the greater than or equal to relation $\succeq$ between two random variables does not
provide a total order, i.e. for two random variables $X$ and $Z$ it is possible that $X \succeq Z$ and $Z \succeq X$.
Hence the precise pWCET distribution may not correspond to the execution time distribution for
any specific scenario. This can be seen in Figure 2, considering the execution time distributions
$X$, $Y$ and $Z$. It is the case that $X \succeq Y$, but $X \not\succeq Z$ and $Z \not\succeq X$.

We note that the term pWCET is open to misinterpretation and is often misunderstood. To
clarify, it does not refer to the probability distribution of the worst-case execution time, since the
WCET is a single value. Rather informally, following Definition 2, the pWCET may be thought of
as the “worst-case” (in the sense of upper bound) probability distribution of the execution time
for any scenario of operation.

It is interesting to consider the use and interpretation of the pWCET distribution for a task.
Let us assume that the task will be run repeatedly a potentially unbounded number of times, and
that a fixed execution time budget of $x$ applies to each run. Further, we assume that this budget
is enforced by the operating system, and therefore that any job of the task that has not completed
within an execution time of $x$ is terminated and assumed to have failed. The pWCET distribution
provides the following information, by reading off the probability of exceedance $p$ associated with
the execution time budget $x$ (see Figure 2):

(i) An upper bound $p$ on the probability (with a long-run frequency interpretation) equating
to the number of jobs expected to exceed the execution time budget divided by the total
number of jobs in a long (tending to infinite) time interval.
(ii) An upper bound $p$ on the probability that the execution time budget will be exceeded
by a randomly selected job. (This is broadly equivalent to the above long-run frequency
interpretation).

Contrast this with the binary information provided by the WCET. If $x$ is greater than or equal to
the WCET, then we can expect the budget to never be exceeded. If $x$ is less than the WCET,
then we expect the budget to be exceeded on some runs, but we have no information on how
frequently this may occur.

We note that some researchers have interpreted the pWCET distribution as giving the
probability or confidence $(1 - p)$ that the WCET does not exceed some value $x$. This interpretation
can be confusing, since the meaning of the WCET is normally taken to be the largest possible
execution time that could be realised on any single job of the task. Instead, in line with Definition 2
and (i) above, we view the 1 - CDF of the pWCET distribution as providing, for any chosen value $x$
for the execution time budget, an associated upper bound probability $p$ (with a long-run frequency
interpretation) equating to the number of jobs of the task expected to exceed the execution time
budget $x$, divided by the total number of jobs of the task executing in a long time interval.

2.3 pWCET distributions and dependences

2.3 pWCET distributions and dependences

There are two main ways of obtaining pWCET distributions: via Static Probabilistic Timing
Analysis (SPTA) or via Measurement-Based Probabilistic Timing Analysis (MBPTA). (A detailed
discussion and review of these methods is given in the companion survey [52] on probabilistic
timing analysis)
The aim of SPTA methods is to construct an upper bound on the pWCET distribution of a task by applying static analysis techniques to the code, supplemented by information about input values, along with an abstract model of the hardware behaviour. For static analysis to produce a non-degenerate \(^3\) pWCET distribution there typically has to be some part of the system or its environment that contributes random or probabilistic timing behaviour. SPTA methods for tasks running on time-randomised hardware (e.g., with a random replacement cache) effectively consider each path through the code. For each path, these methods construct a pWCET distribution that upper bounds the probability distribution of the execution time for that path, considering all possible initial hardware states and all possible input states that cause execution of the path. The upper bound pWCET distributions for every path are then combined using an envelope function (taking the point-wise maximum over the 1-CDFs) to determine an upper bound on the pWCET distribution for the task that is valid independent of the path taken. (More sophisticated SPTA methods analyse sub-paths and use appropriate join operations at path convergence to compute tighter upper bounds on the pWCET distribution of the task).

The upper bound pWCET distribution for a task derived by SPTA (as described above) upper bounds the pWCET distributions for every path through the code. Similarly, the pWCET distribution for each path upper bounds the execution time distribution for every input state that drives that path, and every initial hardware state that could occur at the start of that path. Hence, by construction the pWCET distribution derived by SPTA is probabilistically independent of the input state chosen or the path taken \(^4\). This has implications for the use that can be made of the pWCET distribution. Firstly, it can be used to bound the behaviour of any randomly selected job of the task. Secondly, since the pWCET distribution is independent of the input state, which may have strong dependences and correlations with the input states for previous jobs, it can be composed using basic convolution to upper bound the execution time behaviour of multiple jobs in a sequence. It can therefore be used to derive probabilistic worst-case response time (pWCRT) distributions, which can then be compared to deadlines to determine the probability of a deadline miss.

We note that the actual execution times for a sequence of jobs of a task, which exercise the same or different paths, may well show strong correlations and dependences. It is the modelling of the execution times via an appropriate pWCET distribution which enables probabilistic independence to be assumed. (This is similar to the conventional case of a single WCET which can similarly be used in this way, even though the actual execution times of different jobs have strong dependences).

The aim of Measurement-Based Probabilistic Timing Analysis (MBPTA) methods is to make a statistical estimate of the pWCET distribution of a task. This estimate is derived from a sample of execution time observations obtained by executing the task on the actual hardware or on a cycle-accurate simulator \(^5\) according to an appropriate measurement protocol. The measurement protocol executes the task multiple times according to some sequence(s) of feasible input states and initial hardware states, thus sampling one or more possible scenarios of operation.

Provided that the sample of execution time observations passes appropriate statistical tests, then Extreme Value Theory (EVT) \([39]\) can be used to derive a statistically valid estimate of the probability distribution of the extreme values of the execution time distribution, i.e., to estimate the pWCET distribution. By modelling the shape of the distribution of the extreme execution times, EVT is able to predict the probability of occurrence of execution time values that exceed

---

\(^3\) A degenerate distribution has only a single possible value.

\(^4\) This holds provided that the random values generated, for example by the random number generator within a random replacement cache, are also independent.

\(^5\) A cycle-accurate simulator provides the same timing behaviour as the actual hardware, accurate to a single processor clock cycle.
any that have been observed. (For a basic introduction to the use of EVT in this context, see the companion survey [52] on probabilistic timing analysis. More detailed information about EVT can be found in Stuart Coles’ textbook on the subject [39]).

Definition 4. A sample of input states and initial hardware states used for analysis is representative of the population of states that may occur during a future scenario of operation if the property of interest (i.e. the pWCET distribution) derived from the sample of states used for analysis matches or upper bounds the property that would be obtained from the population of states that occur during the entire scenario of operation.

Definition 5. As determined by MBPTA, the estimated pWCET distribution for a task (or path through a task) is a statistical estimate of the probability distribution of the extreme values of the execution time of that task (or path), valid for any future scenarios of operation that are properly represented by the sample of input states and initial hardware states used in the analysis.

Ideally, MBPTA would provide a pWCET distribution that is valid for any of the many possible future scenarios of operation; however, an important issue here is that there may not be one single distribution of input states and hardware states that is representative of all possible future scenarios of operation. This issue of representativity is a key open problem in research on the practical use of MBPTA, see Section 2.3 of the companion survey [52] on probabilistic timing analysis for a further discussion of this issue.

There are two main ways of applying MBPTA, referred to as per-path and per-program:

1. Per-path: MBPTA is applied at the level of paths. A measurement protocol is used to exercise all feasible paths through the program, then the execution time observations are divided into separate samples according to the path that was executed. EVT is then used to estimate the pWCET distribution for each path. The pWCET distribution for the program as a whole is then estimated by taking an upper bound (an envelope or point wise maxima on the 1 - CDFs) over the set of pWCET estimates for all paths.

2. Per-program (or task): MBPTA is applied at the level of the program i.e. the task. A measurement protocol is again used to exercise all paths. In this case, all of the execution time observations are grouped together into a single sample. EVT is then applied to that sample, thus estimating directly the pWCET distribution for the entire program.

With MBPTA, if the per-path approach is used, and it is known that the execution times for each path vary only due to random elements in the hardware, and do not otherwise vary across different input states that are in the same equivalence class (i.e. that drive the same path), then probabilistic independence of the pWCET distribution is assured. (Recall that with the per-path approach, the pWCET estimate for the task is an upper bound over the pWCET distributions for all of its paths). Probabilistic independence of the pWCET distribution means that it can be used to characterise the behaviour of any randomly selected job of the task, and also composed using basic convolution to upper bound the interference from multiple jobs in probabilistic schedulability analysis.

In other cases, the execution times obtained for a path may be dependent on the particular input states used to drive it. These input states may themselves exhibit dependences and correlations. Further, with the per-program approach, there may be dependences and correlations between the paths taken on consecutive jobs of the task, as happens with a software state machine. For systems with such dependences, then, assuming that the set of input states used during analysis is representative of those occurring during operation, the estimated pWCET distribution will still be valid in terms of characterising the extreme execution time behaviour of a randomly chosen single job of the task. However, it will typically not be valid to compose the pWCET distributions
using basic convolution. The reason is that the pWCET distribution is not necessarily a valid estimate for the extreme execution time values of a job conditional on specific execution times having occurred for previous jobs.

As an example, consider a program E that implements a software state machine with four states and hence four paths that runs on time-randomised hardware. Here the main factor which affects the execution time of the program is the path taken, which is determined by the value of a software state variable. For this program, all valid scenarios of operation involve the software state variable cycling through its four possible values in order, and hence the four possible paths executing in order on any four consecutive runs of the program. Further, assume that there is some variability in the execution time of each path due to an independent random element in the hardware (e.g. a random number generator), which contributes either 5 or 10 time units to the execution time for the path, with a probability of 0.5 in each case. The execution times of the four paths are (i) 10 or 15, (ii) 20 or 25, (iii) 30 or 35, and (iv) 40 or 45. Note, each path has a probability of 0.25 of being taken in a randomly chosen execution of the program.

The precise pWCET distribution valid for any scenario of operation is:

$$p_{WCET_{per-program}} = \begin{pmatrix} 0 & 10 & 15 & 20 & 25 & 30 & 35 & 40 & 45 \\ 1 & 0.875 & 0.75 & 0.625 & 0.5 & 0.375 & 0.25 & 0.125 & 0 \end{pmatrix}$$

Using the per-program approach, MBPTA may tightly upper bound this distribution. While using the per-path approach, the pWCET distribution obtained would tightly upper bound the following distribution for the longest path.

$$p_{WCET_{per-path}} = \begin{pmatrix} 0 & 40 & 45 \\ 1 & 0.5 & 0 \end{pmatrix}$$

We note that while the $p_{WCET_{per-program}}$ distribution is valid to describe the execution time behaviour of a randomly chosen job of the task, convolution of this distribution is not valid to describe the overall execution time of two or more jobs. This is because the distribution is not valid conditional on the execution times observed for previous jobs. For example, if an execution time of 30 or 35 is observed for a specific job, then the execution time of the next job will necessarily be either 40 or 45 (each with a probability of 0.5) due to the behaviour of the software state machine. The probability that the total execution time of two consecutive jobs exceeds 70 is therefore 0.1875, whereas the value computed by applying convolution to the $p_{WCET_{per-program}}$ distribution is 0.15625, which is optimistic due to an incorrect assumption of independence. In this simple example optimism can be avoided by using the $p_{WCET_{per-path}}$ distribution, which would also be obtained by SPTA; however, this discards information and so gives a pessimistic result, indicating that the probability of the total execution time of two consecutive jobs exceeding 70 is 1.

### 2.4 Probabilistic Inter-arrival Times

As well as probabilistic execution times and pWCETs, a few works on probabilistic schedulability analysis have also considered tasks with inter-arrival times characterised by random variables (see Section 4.1) or probabilistic Minimum Inter-arrival Times (pMIT) (see Section 3.3).

**Definition 6.** The probabilistic Minimum Inter-arrival Time (pMIT) distribution for a task is the greatest lower bound, in the sense of the less than or equal to operator $\leq$ (see Definition 3), on the inter-arrival time distribution of the jobs of the task for every valid scenario of operation, where a scenario of operation is defined as an infinitely repeating sequence of job arrivals that characterise a feasible way in which recurrent execution of the task may occur.
For example, the pMIT of a task $\tau_i$ may be described by $T_i = \begin{pmatrix} 5 & 10 \\ 0.2 & 0.8 \end{pmatrix}$ meaning that the probabilistic minimum inter-arrival time is lower bounded such that a job of $\tau_i$ has a probability of 0.8 of arriving 10 or more time units after the previous job, and a probability of 1.0 of arriving 5 or more time units after the previous job.

The pMIT distribution provides the following information, by reading off the probability of exceedance $p$ (from the 1 - CDF) associated with a limit $t$ on the inter-arrival time:

(i) An upper bound $p$ on the probability (with a long-run frequency interpretation) equating to the number of jobs that are expected to have an inter-arrival time of less than $t$, divided by the total number of jobs in a long (tending to infinite) time interval.

(ii) An upper bound $p$ on the probability that the inter-arrival time of a randomly selected job will be less than $t$. (This is broadly equivalent to the above long-run frequency interpretation).

This contrasts with the sporadic task model which simply assumes that the minimum inter-arrival time is bounded by some value $T_i$ (which would be 5 in the above example), but gives no information about how often longer inter-arrival times may occur.

The majority of works surveyed that model inter-arrival times as random variables assume that the inter-arrival times between jobs of the same task and between consecutive jobs of one task and consecutive jobs of another task are independent. For example, one practical application described by Maxim and Cucu-Grosjean [106] is vehicle reverse parking systems. Here, the inter-arrival time of the sensing task is randomised to avoid the possibility of systematic and repeated interference between the parking sensors of two vehicles that are reversing towards each other.

We note, however, that dependences are easily possible as a consequence of particular implementations. For example, the inter-arrival times of a task could follow a fixed pattern due to the operation of a software state machine which sets the next arrival time. This would give a fixed but repeating sequence, such as $(5, 10, 5, 10, \ldots)$. Further, two tasks could have inter-arrival times that are generated by a simple algorithm from the output values of a random number generator. They would have pMITs that are easily found from the properties of the random number generator and the algorithm used. In this case, the inter-arrival times of jobs of the same task would be independent, but the inter-arrival times between consecutive jobs of the two tasks would be in lock step i.e. correlated and dependent.

As with execution times and pWCETs, work on probabilistic schedulability analysis that considers tasks with inter-arrival times or pMITs characterised by random variables must take great care to either ensure that arrival times are independent or to handle dependences correctly.

### 2.5 Probabilistic Real-Time Constraints

In classical real-time systems, timing constraints are typically specified in terms of task deadlines. The relative deadline $D_i$ of a task $\tau_i$ is inherited by all of it’s jobs. The deadline $D_i$ specifies the maximum elapsed time that is permitted from the release of a job of the task until that job completes its execution. The time from the release to the completion of a job is referred to as its response time. The worst-case response time $R_i$ of a task $\tau_i$ is the longest possible response time of any of its jobs. If it can be proven, via schedulability analysis, that all jobs of a task will always complete by their deadlines, i.e. that $R_i \leq D_i$, then the task is said to be schedulable. If all the tasks in a system are schedulable, then the system itself is said to be schedulable.

Building upon these concepts, probabilistic real-time constraints are typically expressed in the form of probabilistic deadlines defined as follows:

▶ **Definition 7.** The probabilistic deadline of a task $\tau_i$ is given by the combination of a relative
deadline $D_i$ with a single (deterministic) value and a threshold $\rho_i$ specifying the maximum acceptable probability that the deadline may be exceeded.

The concept of a probabilistic deadline has, in a few works, been extended to relative deadlines that may take a number of different values each with an associated probability, expressed as a discrete random variable $D_i$. Again, a threshold $\rho_i$ specifies the maximum acceptable probability that the deadline may be exceeded. In this survey, we use the term **probabilistic deadline** to refer to the simpler form defined above with a single value for $D_i$, and make a clear distinction when describing work that considers deadlines as random variables.

In the classical view of hard real-time systems any deadline miss is sufficient to make a task, and hence the system unschedulable, thus the pattern and probability of deadline misses are not considered relevant. By contrast, in probabilistic real-time systems there are a number of different ways in which the probability of a deadline miss can be considered and interpreted:

1. As a probability with a long-run frequency interpretation equating to the expected number of missed deadlines divided by the total number of deadlines in a long (tending to infinite) time interval.
2. As the probability that a randomly selected job will miss its deadline, which is broadly equivalent to the long-run frequency interpretation.
3. As a bound on the probability that any specific job will miss its deadline.

These interpretations can be made considering the jobs belonging to (i) a specific task, (ii) a group of tasks that comprise a given application, or (iii) the system as a whole (i.e. all tasks). In the latter cases, there would be a threshold on the probability of deadline misses for each application, or a single threshold for the system as a whole; rather than thresholds for each task.

In the literature, the term **Deadline Miss Probability** (DMP) is often used to refer to the long-run frequency interpretation. This quantity is typically computed for task sets that are strictly periodic and thus have a behaviour which repeats after the hyperperiod or Least Common Multiple (LCM) of the task periods. In contrast, the term **Worst-Case Deadline Failure Probability** (WCDFP) is used to mean a bound on the probability that any specific job of a task will miss its deadline. This quantity is typically computed by reference to the probabilistic Worst-Case Response Time (pWCRT) of a task.

*Definition 8.* The **probabilistic Response Time** (pRT) of a job $\tau_{i,j}$ of task $\tau_i$, denoted by $R_{i,j}$, describes the probability distribution of the response time of the $j$-th job of that task, indexed from the start of the hyperperiod.

*Definition 9.* The **probabilistic Worst-Case Response Time** (pWCRT) of a task $\tau_i$, denoted by $R_i$, is an upper bound on the worst-case response time distribution for any job of the task.

Note the pWCRT of a task can be computed for both periodic and sporadic tasks by taking into account the worst-case arrival pattern.

If the tasks are strictly periodic (with a single value for their periods), then the deadline miss probability for a task can be computed by taking the average of the deadline miss probabilities of all of its jobs activated during a hyperperiod as follows:

*Definition 10.* The **Deadline Miss Probability** $DMP_i$ for a task $\tau_i$ is given by:

$$DMP_i = \frac{1}{n_{LCM}} \sum_{j=1}^{n_{LCM}} P(R_{i,j} > D_i)$$

where $n_{LCM}$ is the number of jobs of task $\tau_i$ activated during the hyperperiod.
Definition 11. The Worst-Case Deadline Failure Probability $WCDFP_i$ for task $\tau_i$ is an upper bound on the probability that any single job of the task misses its deadline, computed directly from the pWCRT distribution $R_i$ and the deadline $D_i$ of the task as follows:

$$WCDFP_i = P(R_i > D_i)$$

(7)

There are advantages and disadvantages to using the DMP and the WCDFP formulations. For strictly periodic task sets, it is possible to compute the DMP over the hyperperiod. (Note, this calculation becomes more complex if the task model permits a backlog of outstanding execution at the end of the hyperperiod, see Section 3.2). For sporadic task sets the DMP formulation is not viable. This is because the deadline miss probability for the periodic case does not provide an upper bound on that for the sporadic case. As an example, consider a system with two tasks with minimum inter-arrival times $T_1 = 10$ and $T_2 = 15$. Sporadic behaviour of task $\tau_1$ which aligns every release of that task with a job of $\tau_2$ may result in a larger deadline miss probability than strictly periodic behaviour with a period of 10. This can be seen by considering the degenerate case where both tasks have an execution time and a deadline of 1 with task $\tau_1$ having the higher priority. With all releases synchronised, i.e. both periods set to 15, task $\tau_2$ never meets its deadline, while if task $\tau_1$ is released more frequently with a period of 10, and task $\tau_2$ has a period of 15, then the deadline miss probability for task $\tau_2$ becomes 0.5. Attempting to account for all possible phasings of jobs of sporadic tasks leads to problems of intractability, hence a different approach is needed.

The WCDFP formulation potentially introduces some pessimism, since the relationship between task periods means that not all jobs of a task may be subject to the maximum interference from other tasks; however, it provides a valid upper bound on the probability of deadline misses for systems where not all tasks have strictly periodic releases (i.e. for the sporadic task model).

Hard real-time systems in many application domains can in practice tolerate a small number of consecutive deadline misses, but cannot tolerate long black-out periods when no deadlines are met. In the literature on deterministic schedulability analysis these issues have been investigated in work on weakly-hard real-time systems [24, 25], m-k firm deadlines [126], skip-over [78] techniques, and typical worst-case analysis [7]. The problem of reconciling requirements on the length of potential black-out periods (i.e. the number of consecutive missed deadlines) and a probabilistic treatment of deadline misses has, as far as we are aware, received little attention in the literature.

There are a number of issues here, which reflect long-run versus short-run viewpoints and the underlying issue of independence. We illustrate these problems via a simple example. Assume that we have two periodic task systems $A$ and $B$, both with a hyperperiod that equates to four jobs of the task that we are interested in analysing. Further, let the probability that each of these jobs misses its deadline be as follows: system $A$ (0.75, 0.75, 0.25, 0.25) and system $B$ (0.5, 0.5, 0.5, 0.5). For both systems, the DMP for the task is 0.5; however, for system $A$, the WCDFP is 0.75, whereas for system $B$ it is 0.5. Further, in order to reason about the probability of a black-out period equating to two consecutive deadline misses, we need to know if the response time distributions for the jobs, and hence the probabilities of deadline misses are independent or if they are correlated in some way. The probability that the first two jobs in the hyperperiod of system $A$ both miss their deadlines would be 0.5625 if independence is assumed; however, it could be as high as 0.75 if the response times of the two jobs are positively correlated. We note that the response times of consecutive jobs of the same task may fail to be independent as a direct result of their execution times being dependent (e.g. due to dependences on shared software or hardware states, shared or correlated input variables etc.) or as an indirect result of interference from jobs of another task that exhibit execution time dependences.
2.6 Summary

In this section we described the fundamental building blocks used in probabilistic schedulability analysis, namely execution time distributions, response time distributions, and probabilistic deadlines. We also discussed the key underlying assumption in much of the literature on this topic: the independence of task execution times or pWCET distributions. We return to this issue in the conclusions. The next eight sections review the existing literature on probabilistic schedulability analysis.

3 Probabilistic Response Time Analysis

In this section we review work on probabilistic response time analysis. Comparing the probability distribution of the response time of a job of a task to its deadline enables the probability of a deadline miss for the job to be determined. For a task set with periodic release times, considering all these values for each job of the task over the hyperperiod (Least Common Multiple of task periods) enables the deadline miss probability for the task to be computed. Alternatively, some works derive the probabilistic worst-case response time distribution with respect to any job of the task, thus directly providing an upper bound on the worst-case deadline failure probability valid for any job. This latter approach works for both periodic and sporadic task sets.

In the following subsections, we classify and review papers according to the underlying task models that they support.

3.1 Analysis for Periodic Tasks with No Backlog

Initial work on probabilistic response time analysis focused on a simple task model where: (i) all tasks are periodic, (ii) the execution times of the jobs of each task are independent of those of other jobs of the same or different tasks, (iii) there is no backlog at the end of the hyperperiod, i.e. the worst-case processor utilisation is $\leq 1$ and so the processor is guaranteed to be idle at the end of the hyperperiod.

In 1988, Woodbury and Shin [152] introduced analysis that computes the deadline miss probability for periodic tasks. The analysis assumes that tasks can be described in terms of multiple paths, each of which has a single deterministic execution time and a probability of occurrence. Thus each job of a task effectively has a probability distribution for its execution time, composed from the information about the paths. The analysis iterates over the hyperperiod in steps equating to the Greatest Common Denominator of the task periods. It computes the execution time remaining from higher priority jobs at the start of each step, and the joint distribution of the execution time of the jobs released at the start of the step. This information is used to derive the response time distribution for each job in the hyperperiod, and hence the probability of deadline failure for each task over the entire hyperperiod (i.e. considering all of its jobs). The technique is suitable for scheduling policies where the priority of a job does not change between releases (i.e. fixed priority or EDF). We note that it is arguable whether meaningful analysis can be obtained by assuming that the probability of taking a given path is known, and that the paths taken by different jobs are independent. In practice, the path taken is typically determined by the inputs, which are unlikely to be independent, for example sensor values may change only slowly over time. Further, formulating the analysis on the basis of paths can lead to tractability issues, since the number of paths could in practice be very large.

Probabilistic Time-Demand Analysis (PTDA) for fixed priority preemptive scheduling was proposed by Tia et al. [143] in 1995, based on the time-demand analysis technique given for the simpler case of WCETs by Lehoczky et al. [81]. With PTDA, at each scheduling point the cumulative probability distribution is computed (via convolution) for all job releases up to that point. This enables a bound to be computed on the probability that the task can meet its deadline.
The authors also propose a transform-task method of scheduling where part of the execution time distribution of each task (up to some specified value) is treated as a simple periodic task and guaranteed by time-demand analysis [81]. The remaining part of the distribution is considered as an additional sporadic task and runs under a sporadic server [139]. An alternative approach using EDF and slack stealing is also considered.

Statistical Rate-Monotonic Scheduling (SRMS) was introduced in 1998 by Atlas and Bestavros [13]. This method assumes that when a job is released then its execution time becomes known. SRMS consists of two parts, (i) admission control and (ii) a fixed priority (rate-monotonic) scheduling algorithm. The basic idea is to aggregate the capacity available to execute jobs of a task over multiple periods, equating to the so called superperiod given by the period of the next lower priority task. Jobs of a task are admitted if they can be executed within the remaining budget for the superperiod, and there is time available to do so before the deadline of the job, taking into account higher priority interference. Admitted jobs are then scheduled according to fixed priorities with rate-monotonic priority assignment. The authors show how the probability of admission can be computed for each period of a task within its superperiod. This allows quality of service guarantees to be computed in terms of the probability that a randomly selected job of a task will meet its deadline over an arbitrarily long time interval. Aside from the independence assumptions, the main drawback of SRMS is the requirement that job execution times become known upon release. In practice this is unlikely to be the case, however, in some cases execution times could be estimated from the input values.

Stochastic Time-Demand Analysis (STDA) for fixed priority scheduling, was developed in 1999 by Gardner et al. [60]. They note an issue with the prior work by Tia et al. on PTDA [143] in that it is only valid if there is no backlog at the deadline of a task. The problem is similar to the classical case of fixed priority scheduling with arbitrary deadlines [82]. All jobs in a priority level-i busy period need to be considered, since the first job is not necessarily the one that exhibits the worst-case behaviour. The authors provide an analysis based on the priority level-i busy period and the backlog present at subsequent releases of each job. They remark that the worst-case pattern of releases might not necessarily be following synchronous release of all tasks. They explore this aspect by considering different phasing in simulation, but did not find any cases where the probability of deadline failure was higher for random phasing than in the synchronous case. The convolution operations required as part of STDA are also discussed. Here, the authors indicate that the Fourier transform may be used to reduce complexity from $O(N^2)$ to $O(N \log N)$ where $N$ is the number of points in each distribution. To use a fast Fourier transform, the distributions must have the same number of points and the same sampling rate.

In 2015, Tanasa et al. [141] studied the problem of determining probabilistic worst-case response time (pWCRT) distributions and hence deadline miss probabilities for a set of periodic tasks with execution times described by random variables. This work differs from earlier publications in that it describes the distributions via continuous variables and tightly approximates them with polynomial functions. This enables an analytical approach to be taken to their integration. The authors provide methods to compute the response time distribution for each job in the hyperperiod. They also introduce a method to compute the joint distribution between two jobs i.e. the probability that the response time of job $k_1 \leq r_1$ AND the response time of job $k_2 \leq r_2$. The methods used have exponential complexity and are thus limited in their application. In the evaluation, the maximum utilisation is limited to 85% for the experiments examining the univariate distributions and to no more than 40% for the joint distributions, using small hyperperiods of 25 or so jobs. The authors highlight an interesting observation, that even when the execution time distributions are continuous, the response time distributions may be disjoint, containing gaps where there are values that cannot be obtained. This occurs as a result of an additional preemption from a higher priority task that has a minimum as well as a maximum execution time.
3.2 Analysis for Periodic Tasks with Backlog

In contrast to classical task models, task sets containing a number of tasks with execution times described by random variables can usefully have a total worst-case processor utilisation that exceeds 1. This means that there is a backlog, meaning outstanding task execution with a finite probability of occurrence, at the end of each hyperperiod. This backlog makes the analysis of probabilistic response times for each job in the hyperperiod much more complex. Diaz et al. addressed this problem in two seminal papers published in 2002 [54] and 2004 [55]. This work has since been built upon by a number of other authors. Note the papers surveyed in this section also assume independence between the execution times of jobs of the same and different tasks, with the exception of the work of Ivers and Ernst [70] which addresses the important issue of dependences.

In 2002, Diaz et al. [54] noted that prior work on PTDA [143] and SDTA [60] assumes that the worst-case occurs for a job in the first busy period following synchronous release; however, this is not necessarily correct when the worst-case processor utilisation exceeds 1, and may lead to an under estimation of the response time distributions. They show that the backlog at the start of each hyperperiod is stationary provided that the average utilisation is less than 1. As the backlog at the end of one hyperperiod depends only on the backlog at the start of the previous hyperperiod, it can be modelled as a Markov chain. The authors show how to compute the stationary backlog, and use this backlog via a method of convolution (adding the execution of preempting jobs) and shrinking (shifting the distribution left and then accumulating the probabilities for all negative values at zero) to compute the response time distributions for each job of a given task over the hyperperiod. (A useful illustrative example is given in later work by the same authors [55]). By taking the average of these distributions, the response time distribution for the task can be computed and hence a bound on its deadline miss probability determined. We note that the method requires that the release times of jobs are fixed (i.e. periodic rather than sporadic), and when the hyperperiod is large then finding the stationary backlog can be computationally very expensive.

Subsequent research into the same problem by Diaz et al. [55] in 2004 discussed the concept of pessimism in probabilistic analysis, and introduced the concept of greater than or equal to between random variables (See Section 2, Definition 3). The authors note that any approximations in the analysis, for example of response time distributions, must result in distributions that are greater than or equal to the precise distribution in order to ensure soundness. They prove various properties with respect to their analysis, including that approximating the backlog and execution time distributions with distributions that are greater than or equal to (≥) the precise distributions produces sound results, i.e. there is no under-approximation of response time distributions. We note that this concept is similar to the one of sustainability introduced later for deterministic schedulability analysis by Baruah and Burns [21].

Diaz et al. [55] highlighted and addressed three issues with their previous work [54]:

(i) When the maximum utilisation exceeds 1, then the steady state backlog has an infinitely long tail.
(ii) Starting with zero backlog and iterating over a number of hyperperiods, the backlog becomes closer and closer to the steady state backlog; however, the estimation remains optimistic.
(iii) Probability distributions with a large number of points require a very large amount of memory and processing resource.

The problem of the infinite tail is solved via truncation and accumulation of the probabilities for larger values at ∞. A solution to the problem of a large number of points is suggested, accumulating values to the right, effectively a sound form of re-sampling (see Section 10.1 for later work in this area). The authors also show how blocking due to shared resource accesses
can be accommodated as an extension to the task model by taking a supremum over all of the distributions for the execution time of relevant resource accesses. They also provide a sketch proof that the priority assignment algorithm of Audsley [15], which is optimal in the deterministic case, remains optimal when execution times are described by probability distributions and schedulability is defined as meeting the probabilistic deadline for each task. This was later confirmed by the work of Maxim et al. [105]. In 2008, Lopez et al. [93] extended the work of Diaz et al. [54, 55] providing: (i) a set of transformations that can be made to the parameters of a system which are guaranteed to result in a response time distribution greater than or equal to \( \geq \) that for the original system; (ii) addressing issues related to the use of finite precision arithmetic; (iii) handling release jitter, by assuming the deterministic worst-case and its effect on the release times of jobs.

In 2005, Kim et al. [76] built upon the analysis framework set out by Diaz et al. [54, 55]. They discuss three solutions to obtaining the stationary backlog, an exact solution for the Markov matrix which has a high computational cost, and two approximate solutions. The first approximate solution truncates the matrix; however, the way in which truncation affects accuracy is unresolved. The second approximation involves iteratively computing the backlog over a number of hyperperiods, and examining its convergence. The number of iterations needed to provide a given level of accuracy is however unknown in advance. The evaluation shows that the deadline miss probability computed over the hyperperiod may be considerably smaller than that computed for jobs in the busy period following a critical instant, e.g. via SDTA [60]. The complexity of backlog computation is shown to be \( O(j^2m^2) \) per job, where \( j \) is the number of the job and \( m \) is the number of points in the execution time distribution. In their conclusions the authors claim that the method could be indirectly applied to sporadic task systems by modeling them as a periodic system with periods equal to minimum inter-arrival times, and that this would give a safe approximation. We note that this assertion is not correct, as shown by the example given in Section 2.5.

The important problem of dependences between the execution times of jobs of the same task and jobs of different tasks was first addressed by Ivers and Ernst [70] in 2009. They presented an analysis that accounts for the effect of unknown dependences between the execution times of jobs of tasks in a system using fixed priority preemptive scheduling. The authors give a motivating example which illustrates how dependences can have a marked effect on the response time distribution. Their simple example, which we presented as an exemplar in Section 2, shows that considering a worst-case convolution (i.e. matching the largest values from each distribution) is in general not sufficient to determine the worst-case deadline miss probability. The authors introduce a method based on probability boxes which soundly bounds the response time distribution in the presence of unknown dependences. The approach uses the concept of copulas to model the relationship between marginal distributions and the joint distribution of two random variables, and Frechet bounds that give upper and lower bounds on the relationship between the marginal distributions and the joint distribution. Probabilistic bounds are then given on the sum of the two random variables. These bounds have been shown to be sound and point-wise tight [151]. The method of Diaz et al. [54, 55] is then lifted to probability boxes, enabling sound and tight bounds on the response time distributions to be computed for systems with unknown dependences between job execution times. Worked examples show that assuming independence when it does not exist can easily result in substantial optimism in the results.

In 2013, Tanasa et al. [140] provided a probabilistic analysis of the response times of messages transmitted via the dynamic segment of FlexRay. The system model assumes that messages are queued for transmission periodically, but are subject to variable queuing jitter, stemming from the task that queues them, and that this jitter may be modelled via some probability distribution. The method determines the deadline miss ratio for each message over the hyperperiod of message
periods and the FlexRay cycle. To achieve this it first computes the possible backlog vectors at the end of the time interval by constructing a transition graph linking the backlog vector at the start of the interval to those backlog vectors that can possible stem from it at the end of the interval. We note that this transition graph may be very large depending on the length of the hyperperiod, the number of messages, and the number of possibilities in terms of different values of jitter. The authors use an MILP formulation to compute the transition graph and the vectors. As a second step, the method computes the probability that message instances miss their deadlines on each transition. In the third step, the deadline miss probability is computed by iterating over a number of hyperperiods. This provides an under approximation as the backlog converges towards a stationary value (see the earlier work of Diaz et al. [54]). The method is computationally expensive and the authors implement part of it on a TeslaM2050GPU with 448 cores to help speed up processing.

3.3 Analysis for More Complex Task Models

Following initial work on periodic tasks, researchers have explored more complex task models. The majority of the research published in this area emanates from Cucu-Grosjean and co-authors. This includes work [41] on sporadic task models where inter-arrival times are described by random variables, and subsequently the development by Maxim and Cucu-Grosjean of analysis [106] for tasks with execution times, inter-arrival times and deadlines that are described by random variables. Further work by Maxim et al. [105] explored issues of priority assignment. Note all of the research described in this section assumes that task parameters such as execution times and inter-arrival time are independent.

The first work in this area, by Cucu-Grosjean and Tovar [41] in 2006, considered a model where tasks have constant execution times, but their inter-arrival times are modelled by random variables and have known probability distributions. The authors introduce a method of computing the probabilistic worst-case response time distribution for tasks under fixed priority preemptive scheduling. This model is useful for message streams where the message length is fixed, or varies very little, but the inter-arrival times may vary widely. In 2008, Cucu-Grosjean [40] applied the method to the problem of deriving response time distributions for CAN messages where message arrivals are assumed to be independent and described by probability distributions in a range between some minimum and maximum values. The analysis assumes that the maximum utilisation of the system is less than 1, thus avoiding issues relating to backlog.

In 2011, Maxim et al. [105] investigated three related problems of priority assignment in fixed priority preemptive systems where task execution times are described by random variables. They define the deadline miss probability for a job of a task, and the deadline miss probability for a task, which is effectively the expected deadline miss probability over all of the jobs in some long interval of time, for example the hyperperiod. The three priority assignment problems involve:

(i) Finding a priority assignment that results in the deadline miss probability of each task being below the threshold specified for that task.

(ii) Finding a priority assignment that minimises the maximum deadline miss probability over all tasks.

(iii) Finding a priority assignment that minimises the average deadline miss probability over all tasks.

The authors give an example showing that rate-monotonic priority assignment is not optimal for problem (i) in the case of implicit deadline tasks. Optimal solutions to problems (i) and (ii) are

---

6 Referred to as the deadline miss ratio in [105].
given using a greedy approach similar to the optimal priority assignment algorithm of Audsley [15]. A greedy approach is shown to be non-optimal for problem (iii), and a tree-based search is proposed as a potential solution.

In 2013, Maxim and Cucu-Grosjean [106] introduced exact probabilistic response time analysis for tasks which may have their worst-case execution times, inter-arrival times and deadlines described by independent random variables. The scheduler is assumed to be fixed priority preemptive. Deadlines are assumed to be constrained, i.e. not greater than the inter-arrival time to the next job of the same task. The authors show that for the task model considered, where incomplete tasks are aborted at their deadline, the worst-case response time distribution of any job of a task occurs for the first job in the synchronous busy period. The method presented is exponential in the number of tasks and the size of the random variables. They note that as the problem is a superset of the non-cyclic Generalised Multi-Frame (GMF) task model [115] there cannot be a pseudo-polynomial time exact test. Re-sampling techniques [109] are shown to be effective in reducing the complexity of the method in practice (see Section 10). The method iteratively computes the response time distribution by considering each preemption following synchronous release. For each preemption job, it convolves the pWCET distribution of that job with the tail of the current response time distribution from the preemption point onwards. The result is scaled by the probability of the job preemtping at that time. This is repeated for all possible preemption times for the job, and the resulting distributions coalesced. Iteration then moves on to the next preemption job. Iteration ends when the next possible preemption is later than the final point in the current response time distribution, or the deadline of the task under analysis is exceeded. The probability of a deadline miss can then be found by subtracting the deadline distribution from the final response time distribution, with the probability mass strictly greater than zero giving the probability of a deadline miss. The analysis has been implemented in a publicly available simulator and analysis tool called PanSim [104]. Note, motivation for variable inter-arrival times comes from an automotive application where ultra-sound parking sensors randomise their sampling frequency to avoid the reduced effectiveness that would occur if the same sampling frequency were used by two vehicles reversing back-to-back.

In 2016 Ben-Amor et al. [23] derived probabilistic schedulability analysis for tasks with precedence constraints with execution times described by random variables, scheduled under EDF. They built upon the work by Chetto et al. [38] for tasks with deterministic parameters, deriving an equivalent schedulability analysis for the probabilistic case. This includes proposing a new comparison operator between distributions for probabilistic response times (or execution times) and deadlines that are also described by independent random variables. This comparison is equivalent to the method of subtracting the deadline distribution used by Maxim et al. [106]. The authors note that the greater than or equal to operator (\(\geq\)) of Diaz et al. [55] cannot be used for such comparisons, since it would give optimistic results. For example, consider the two distributions \(R = \begin{pmatrix} 1 & 3 \\ 0.9 & 0.1 \end{pmatrix}\) and \(D = \begin{pmatrix} 2 & 4 \\ 0.8 & 0.2 \end{pmatrix}\). Even though \(D \geq R\), there is still a non-zero probability that the deadline is missed. This occurs when the response time has a value of 3 and the deadline has a value of 2. Assuming independence, then such a combination has a probability of 0.08 of occurring.

In 2018, Markovic et al. [103] presented a probabilistic schedulability analysis for the limited preemption model where each task is scheduled using fixed priorities and preemption is only permitted at fixed preemption points. A key aspect of this problem is the selection of preemption points for each task from a larger set of possible preemption points. The system model used assumes that each task is divided into sub-tasks, separated by possible preemption points. Further, the execution time of each sub-task and the preemption overhead of allowing preemption at a
particular point are represented by pWCET distributions. The authors utilise the approach of Diaz et al. [54], adapted along the lines of existing deterministic analysis for limited preemptive systems, to form a probabilistic schedulability analysis for limited preemption scheduling with fixed preemption points. Further, they propose an algorithm for preemption point selection, with the aim of minimising the deadline failure probability. This algorithm iterates over a number of confidence levels, starting at 1.0 and decrementing by a small step. The confidence level is used to reduce the pWCET distributions for sub-tasks and preemption point overheads to scalar values. This is done by taking the minimum value that does not have a probability of being exceeded that is more than the confidence level. This reduction of the random variables to scalar values enables an existing deterministic method to be used for preemption point selection. Once a set of preemption points have been selected then probabilistic schedulability analysis is used to determine the corresponding probability of deadline failure. The final preemption point selection is the one with the smallest probability of deadline failure found in any of the iterations. We note that by starting with a confidence level of 1.0, the algorithm is guaranteed to always find feasible solutions when the equivalent deterministic approach would do so.

Probabilistic Real-Time Calculus (an extension of Real-Time Calculus [142]) was proposed in 2011 by Santinelli and Cucu-Grosjean [130] with an extended journal version published in 2015 [131]. The authors study a task model where both execution times and inter-arrival times are described by independent random variables. A component model is used, with composability according to an assume-guarantee abstraction providing the basis for schedulability analysis. The model describes the resource demand of a task via a probabilistic upper bounding function (or curve). This curve upper bounds the cumulative demand as a function of the interval length $t$ such that the probability that the actual demand exceeds the bound is less than a given probability threshold. Similarly, the resource supply (or service) is described by a lower bounding function (or curve) such that the probability that the actual supply is less than the bound is less than a given probability threshold. Different request and service curves may be obtained for different probability thresholds. The authors provide an algebra using Real-Time Calculus that facilitates the composition of systems from components and associated probabilistic schedulability analysis. The early work from 2011 [130] provides analysis for fixed priority scheduling, with extensions to EDF and hierarchical scheduling given later in 2011 by Santinelli et al. [136]. The journal extension [131] published in 2015 provides detailed proofs for the previous schedulability results. The same component-based formulation was also considered by Khan et al. [74] in 2012 in the context of multiprocessor scheduling, with identical cores, an interconnect (e.g. a TDMA bus), and a fixed partitioning of tasks between cores. They propose a mapping between the level of assurance (ASIL) needed for the safety of a function and its components and the probability threshold used. In 2016, Santinelli [129] proposed a component-based formulation for networks, similar to that previously proposed for tasks and processors [130, 131]. Here, the author considers the probability distribution for message payloads and inter-arrival times. We note that possible dependences between these distributions are not considered. The performance of the network is calculated for the case of AFDX switches implementing FIFO queues.

In 2014, Carnevali et al. [34] proposed computing the probability of deadline misses within a time interval $t$, based on modelling tasks using Stochastic Timed Petri Nets. They consider fixed-priority non-preemptive scheduling of periodic tasks. Task execution times are modelled via Erlang distributions, the parameters of which are selected to tightly upper bound the pWCET distribution for the task obtained via EVT. This enables regenerative transient analysis based on stochastic state classes to be used to compute the probability that each task misses a deadline within a time $t$. 
3.4 Summary and Perspectives

Probabilistic response time analysis aims to compute either the response time distribution for each job over a relevant interval (such as the hyperperiod for a set of periodic tasks) or the worst-case response time distribution obtained for the worst-case scenario in terms of job releases (for sporadic tasks). Deadline miss probabilities and hence schedulability can then be determined via comparison between response time distributions and deadlines. We highlight three important threads of research in this area:

1. Diaz et al. [54] showed how to compute the probabilistic response time distributions for a set of jobs of periodic tasks taking into account the potential backlog accruing at the end of the hyperperiod. They also proved key properties required to ensure that the results obtained from probabilistic response time analysis are sustainable over-approximations [55].

2. Ivers and Ernst [70] showed that considering a worst-case convolution (i.e. matching the largest values from each distribution) is not sufficient to obtain a sound response time distribution when there are dependences between task execution times. They extended the approach of Diaz et al. [54, 55] to tasks with execution times that are related via unknown dependences.

3. Maxim and Cucu-Grosjean [106] proved that for systems with constrained deadlines where incomplete tasks are aborted at their deadline then the worst-case response time distribution is assumed by the first job of each task following synchronous release. Using this result, they derived probabilistic response time analysis for systems where execution times, inter-arrival times, and deadlines are all described by independent random variables.

In a further thread of research, Santinelli and various co-authors [130, 136, 131, 129] explored a probabilistic extension to Real-Time Calculus. We note that this approach relies heavily on the assumption that both the execution times and inter-arrival times of consecutive jobs are independent.

Two key problems that remain with probabilistic response time analysis are the tractability of the analysis for task sets of practical sizes (see Section 10 for initial work in this area), and issues relating to dependences between execution times.

4 Probabilistic Analysis assuming Servers

In this section, we review probabilistic schedulability analysis for tasks that are run within servers. Servers provide a partitioning of the available processor time and thus isolate the execution of each task from interference due to other tasks running on the same processor. This is useful in simplifying the analysis and in removing concerns regarding dependences between the execution times of jobs of different tasks.

4.1 Analysis for Server-based Systems

The majority of the research in this area has been published by Abeni and co-authors, including the seminal initial work [2, 3] from the late 1990s that also introduced the Constant Bandwidth Server, subsequent research that considers execution times [4, 121] and also inter-arrival times [6, 99, 122] described by independent random variables, and more recent work [59, 5] that considers dependences between the execution times of jobs of the same task.

In 1998 and 1999, Abeni and Buttazzo [2, 3] provided analysis for soft real-time tasks that have (i) variable execution times according to some probability distribution and fixed inter-arrival times, or (ii) fixed execution times and variable inter-arrival times according to some probability distribution. Jobs of a task are executed under a Constant Bandwidth Server (also introduced in the paper). This ensures independence between tasks, since each task can only utilise the capacity...
of its own server. The authors provide statistical guarantees determining the probability that jobs of a task will meet their deadlines. This is achieved by modelling the Constant Bandwidth Server as a queue and determining the stationary solution of the Markov chain for those cases where the queue is stable. Conditions for stability of the queue comprise ensuring that the average utilisation does not exceed the server bandwidth. The output is the probability distribution of the response time by which the jobs will finish. This can then be used to determine the probability of meeting deadlines and hence the quality of service of the soft real-time tasks. Subsequently in 2001, Abeni and Buttazzo [4] extended their earlier work [2] on variable execution times, by relaxing the assumption that the server period must exactly divide the task period. They show how to handle inter-arrival times that are expressed as a probability distribution by approximating this distribution in accordance with the value of the server period. With this approximation, larger server periods generally introduce more pessimism, but have the advantage of resulting in a smaller number of context switches.

The more complex model where tasks have both execution times and arrival times modelled via random variables with known probability distributions was addressed by Kaczynski et al. [72] in 2007. They assume that there is no minimum time between arrivals for an aperiodic task and thus motivate the use of servers to prevent unbounded interference on other tasks. The authors extend the method introduced by Diaz et al. [54] (see Section 3.2) to this model, using a server for each task.

In 2012, Abeni et al. [6] considered tasks with both execution times and inter-arrival times described by probability distributions. Jobs of these tasks are scheduled via resource reservations where each task has its own server. The authors present an efficient algorithm to compute a bound on the probability of deadline failure. As part of the method, the inter-arrival time distributions are soundly approximated by simpler distributions limited to multiples of the server periods. Further, incomplete execution time distributions can be handled, provided that the remaining probability for values over some limit is known. The method provides a valid bound provided that the expected utilisation of each task does not exceed the capacity of its server. Evaluation shows that the bound produced is sound and that the over-approximation is small compared to exact analysis, which takes over 1000 times longer in some cases. In further works in 2012, Manica et al. [99] and Palopoli et al. [122] also considered tasks with both execution times and inter-arrival times described by probability distributions. Manica et al. [99] derived a model for tasks scheduled by a Constant Bandwidth Server. They show that the model takes the form of a Quasi-Birth-Death Process that can be solved using a numerical algorithm to determine a bound on the probability of a deadline miss. Palopoli et al. [122] used a conservative model for the evolution of a periodic task scheduled via a periodic server to construct a closed-form bound on the probability of a deadline miss. The model again takes the form of a Quasi-Birth-Death Process which enables efficient numerical computation of the probabilities required. For tasks with implicit deadlines, the model is further simplified allowing analytical calculation of a lower bound on the probability of meeting the deadline. This bound enables server bandwidth to be appropriately sized in order to meet requirements on the maximum permitted probability of deadline failure. Evaluation shows that the approximation error in the closed-form solution is high when the server bandwidth is close to the expected utilisation of the task, but reduces to acceptable levels as the bandwidth increases. In the former case, the probability of a deadline miss is in any case high (> 60%), and so the cases where the approximation error is large are unlikely to be those that are of practical interest. An important limitation of the methods proposed by Manica et al. [99] and Palopoli et al. [122] relates to their pessimism due to the fact that the model used neglects the server budget that may be shared between consecutive jobs of a task.
In 2016, Palopoli et al. [121] considered periodic tasks with execution times described by probability distributions. Jobs of these tasks are scheduled via resource reservations where each task has its own Constant Bandwidth Server. They model the evolution of a task scheduled via a resource reservation as a Discrete-Time Markov Chain that takes the form of a Quasi-Birth Death Process. The outcome of the analysis is an expression for the steady state probability of meeting the deadline. This is used to construct a numerical algorithm and also an analytical bound that can be used to determine the probability of meeting the deadline. The evaluation compares the performance of the analytical bound, the numerical algorithm, and the authors’ previous method [6]. The results show that the analytical bound has a runtime that can be orders of magnitude faster, and provides a high degree of accuracy in the cases where the bandwidth provided by the server is sufficient such that the probability of meeting the deadline is high (> 90%). Further, the performance of the numerical algorithm can be tuned using a scaling factor, trading-off between runtime and accuracy. The effectiveness of the approach is demonstrated using a case study involving the playback of two video streams.

In 2017, Frias et al. [59] noted that many real-time applications exhibit a wide variation in execution times and are resilient to occasional deadline misses. Such systems have previously been afforded probabilistic schedulability guarantees based on the use of a resource reservation scheduler and the assumption that execution times are independent and identically distributed (i.i.d.). They consider robotic applications where the execution time of the vision algorithms depends on the complexity of the scene while also exhibiting a random behaviour due to a random element of the search. Thus the i.i.d. assumption does not hold. Instead execution times may be described via a Hidden Markov Model (HMM). The authors show how to identify the different modes of execution, and for each mode the distribution of execution times, which are independent within the mode. The Markov Computation Time Model (MCTM) used enables an accurate estimation of the probability of missing deadlines. The effectiveness of the approach is evaluated on a robot vision case study (a lane detection algorithm for a robotic car) where it is shown to provide accurate results. By comparison analysis based on an i.i.d. assumption leads to significant and optimistic under-estimation of the probability of missing deadlines. In a further short paper in 2017, Abeni et al. [5] show how the MCTM can be derived from a set of execution time measurements using the theory of HMM. Here, a task is modelled as having a number of states (modes) with probabilities for transitions between them. In each state the execution time is described by a different probability distribution, while within a state, the execution times are i.i.d. The method is able to estimate the number of modes from the raw execution time data. Assuming the number of states is known, then existing techniques (Baum-Welch algorithm) can be used to estimate the transition probability matrix and the probability distributions for the different modes. The authors therefore propose a method of finding the correct number of states via a gradient-like approach based on cross validation of the likelihood. The approach is validated on the robot vision case study (discussed above). It is also shown to recover a single state, as expected, for standard i.i.d. processes.

A software tool called PROSIT that supports the design and analysis of real-time systems based on the idea of probabilistic deadlines was initially described by Palopoli et al. [120] in 2015, with a more extensive description of a later version of the tool given by Frias et al. in 2018 [146]. PROSIT provides analysis for fixed priority preemptive scheduling of periodic tasks with execution times described by random variables, based on the analysis of Diaz et al. [54, 55]. It also provides an analysis of server-based scheduling of periodic and aperiodic tasks with execution times and potentially also inter-arrival times described by random variables. Here, the execution times can either be i.i.d. or a Markov process. The tool implements the various analyses proposed by Palopoli et al. [122] and Frias et al. [59]. In the case of server-based scheduling, PROSIT can be used to optimise the reservations (server budgets) for periodic tasks so as to optimise the global quality of service.
4.2 Summary and Perspectives

In this section, we reviewed work on probabilistic schedulability analysis for tasks that are run within servers that provide a partitioning of the available processor time. The use of servers has the advantage that the execution of each task is isolated from interference by other tasks; however, it has the disadvantage that jobs requiring a long execution time cannot directly make use of spare capacity freed up by jobs of other tasks that have a shorter than expected execution time. Arguably, this removes one of the main advantages of probabilistic schedulability analysis, which can otherwise take advantage of that fact that it is unlikely that jobs of multiple tasks will simultaneously require their worst-case or near to worst-case execution times.

We highlight the important thread of research initiated by Abeni et al. [2, 3] on probabilistic schedulability analysis for tasks that are run within servers, and the subsequent extensions of the analysis by Abeni et al. [6], Manica et al. [99], and Palopoli et al. [122] to tasks with both execution times and inter-arrival times described by independent random variables. While the use of servers removes issues of dependences between tasks, the issue of dependences between jobs of the same task remain. In practice, it is often the case that jobs of the same task exhibit dependences between their execution times, due to input variables that change only slowly over time, as well as execution starting from similar software and hardware states. Only in the recent work of Frias et al. [59] has this issue of dependences begun to be investigated. The analysis derived by Palopoli et al. [122] and Frias et al. [59] has recently been implemented in a software tool called PROSIT [146].

5 Real-Time Queueing Theory

In this section, we review research based on Queuing Theory, which is the mathematical study of queues with the aim of deriving information about queue lengths and waiting times. Problems in queuing theory are typically described in Kendall’s notation [73] $A/B/C$ where $A$ is the distribution of arrival times, $B$ is the distribution of service (execution) times, and $C$ is the number of servers. For example M/G/1 implies a Poisson or Markovian (M) arrival process, a General (G) execution time distribution, and a single (1) server.

5.1 Analysis based on Real-Time Queuing Theory

The majority of the research in this area has been published by Lehoczky and co-authors, including the seminal paper [83] on Real-Time Queuing Theory from 1996, and its later mathematical formalisation [56]. Subsequent work has investigated the impact of quantisation on EDF queues [67, 154], and extended the analysis to systems where jobs can be reneged, i.e. the remaining work of a job is discarded if its deadline is reached before it has completed execution [79].

The origins of work in this area can be traced back to the 1950s. In 1957, Barrer [20] considered the problem of queues with jobs that arrive according to a Poisson process, have execution times that follow an exponential distribution, i.e. an M/M/1 queue in Kendall’s notation [73], and have a single fixed deadline. This work computes the ratio of the rate at which jobs miss their deadlines and are discarded to the arrival rate. In 1988, Panwar et al. [123] considered the problem of single-server queues with deadlines on jobs which become known on their arrival. The aim here is to schedule the jobs so that the fraction of jobs served within their deadline is maximised. The authors show that the Shortest Time to Extinction (STE) policy is optimal for this problem, for a class of non-preemptive M/G/1 queues that are work-conserving, i.e. do not permit inserted idle time, and where execution times are i.i.d random variables. The STE policy schedules the ready job with the earliest deadline that is still in the future. Jobs with expired deadlines are discarded.
They also showed that when inserted idle time is permitted, then policies from the STEI class are the best possible. (An STEI policy either schedules the job with the earliest unexpired deadline, or inserts idle time).

**Real-Time Queueing Theory** was introduced in 1996 by Lehoczky [83] as a means of analysing soft real-time systems where tasks have execution times that exhibit a large amount of variation. In such systems, using deterministic upper bounds on response times would lead to the system being significantly under-utilised on average. The method extends heavy traffic queueing theory utilizing the fact that the number of tasks in the queue behaves like reflected Brownian motion under heavy traffic. The theory can estimate the lead-time profile (meaning the time to go until the deadline) for the tasks in the queue, based on the distributions of arrival time, execution time, and deadline, and the queueing policy (EDF and processor sharing policies were considered). The fraction of missed deadlines can be derived from the queue-length dependent lead-time profiles and the distribution of queue lengths obtained via queueing theory. We note that the heavy traffic phenomenon occurs only for processor utilisations close to 1, which implies long queues and which may imply large latencies. Real-Time Queueing Theory was subsequently placed on firm mathematical foundations by Doytchinov et al. [56] in 2001. The heavy traffic constraint was subsequently relaxed by Zhu et al. [154]. Thus the main limitation in applying real-time queueing theory is that the probability distributions for all tasks must belong to the same family.

In 2002, Hansen et al. [67] examined the effect that quantisation has on EDF queues with a stochastic traffic model (arrival times, execution times and deadlines). Instead of using precise relative deadlines, this method quantises them, assigning tasks the next smaller deadline from a small set. The authors found via simulation that using just 3 bits (8 quantisation bins) was sufficient to obtain performance for Q-EDF close to that of EDF. They found that a log bin quantisation was more effective than a uniform one, since the log bins provide better granularity for small deadlines. The small number of bits required is important for network scheduling where this information takes up bandwidth. Also in 2002, following on from the work of Hansen et al. [67], Zhu et al. [154] aimed to optimise the set of quantisation bins used by Q-EDF. Using Real-Time Queueing Theory [83] they proved properties of a deadline distribution that would result in the worst-case behaviour for Q-EDF. It has tasks with deadlines that are at either end of the quantisation bins, leading to the maximum priority inversion. Hence they found that to minimise the maximum number of deadline misses for an arbitrary distribution of deadlines with the same minimum, maximum, and mean, one should create the bins by dividing the deadline range in a uniform way. Further they showed that with uniform bins 3-bits (8 bins) were sufficient for the performance of Q-EDF to converge to that of EDF in practical cases.

An alternative scheduling policy to EDF was examined by Gromoll and Kruk [63] in 2007. They considered processor sharing where all active jobs in the queue receive an equal share of the available processor time, and used heavy traffic queueing theory to obtain approximations for the lead-time profile and the profile of times in the queue.

The analysis given by Lehoczky [83] and Doytchinov et al. [56] assumes that late jobs continue to execute. Complementary work by Kruk et al. [79] in 2011 presented a heavy-traffic analysis of the behaviour of a single queue under an EDF scheduling policy adapted so that when the deadline of a job is reached, if the job has not yet completed, then its remaining work is discarded (referred to as reneged). The performance metric used is the fraction of work that is lost (reneged) due to missed deadlines. The authors show that this metric is minimised by using EDF scheduling. The evolution of the lead-time distribution of jobs in the queue is described by a measure-valued process. The heavy traffic limit of this process is shown to be a deterministic function of the limit of the scaled workload process which in turn is identified to be a doubly reflected Brownian motion. The fraction of reneged work in a heavily loaded system and the fraction of late work
in the corresponding system without reneging are compared using formulas based on the heavy traffic approximations. These formulas closely match simulation results, which show that the amount of work lost (i.e. reneged or late) due to deadline misses is reduced by a factor of one to two orders of magnitude if remaining work is discarded at the deadline.

5.2 Summary and Perspectives

In this section, we reviewed work on real-time queuing theory. The analysis used requires that the traffic intensity / processor utilisation is close to 1, where the queues are long, and the latencies may be high, which might not be acceptable in real systems. We note that although the theory does not characterise system behaviour at lower traffic intensities, the probability of deadline misses decreases as the traffic intensity decreases, all other parameters being equal. Thus the results for heavy traffic can serve as bounds on the behaviour at lower intensities.

We highlight the important thread of research initiated by Lehoczky [83] and Doytchinov et al. [56] on real-time queueing theory and its subsequent extension by Kruk et al. [79] to an EDF scheduler that discards any incomplete jobs when their deadlines expire. The main limitation of real-time queuing theory is that it requires job execution times, arrival times, and deadlines to be independent, which may not be the case in real systems.

6 Probabilities from Faults

In this section we review work on probabilistic schedulability analysis where random variables are used to represent the occurrence of some form of fault. Initial research focused on faults occurring in tasks running on a processor and the impact of fault recovery operations; however, the main thread of research in this area concerns Controller Area Network (CAN), a broadcast bus that is widely used in the automotive industry for in-vehicle networks.

6.1 Analysis of Fault Recovery on Processors

Research into probabilistic schedulability analysis for systems with faults was initiated by Burns and co-authors [33, 30, 27, 26], who considered the impact of fault recovery operations on tasks running on a processor.

In 1999, Burns et al. [33] addressed fault tolerant hard real-time systems. They introduced the concept of a probabilistic guarantee on schedulability for a fixed priority preemptive system. This is achieved by incorporating the cost of fault recovery (e.g. re-running a task, recovery block, executing since the last check point) into the analysis, along with the minimum time between faults. It is assumed that a single fault causes a detectable error in a single task. Sensitivity analysis is then used to determine a threshold on the minimum time between faults that can be tolerated by the system, while still meeting all deadlines. This threshold and the lifetime of the system are then used as parameters in a fault model which determines the probability that no two faults will occur closer together than the threshold during the lifetime of the system. Faults are modelled as a homogeneous Poisson process which enables this probability to be analytically computed, or upper and lower bounded using a simpler approach. We note that the approach is potentially somewhat pessimistic, since the schedulability analysis considers only a critical instant corresponding to synchronous release, whereas over much of the lifetime of the system the phasing of tasks may be such that a higher fault rate could be tolerated. Nevertheless, the method provides a valid lower bound on the probability that all jobs will meet their deadlines over the lifetime of the system.
Further work by Burns et al. [30] in 2003 looked at how conventional response time analysis [71, 14] could be extended to provide probabilistic guarantees. They remarked on the limitations of a deterministic approach: (i) in fault tolerant systems, fault arrivals are inherently stochastic, (ii) more complex applications have widely varying execution times, (iii) even for simple applications, advanced processor architectures (with cache, pipelines etc.) lead to wide variability in execution times. The authors present two methods of accounting for fault arrivals in response time analysis. The first method computes the maximum schedulable periodic fault rate from modified response time equations using sensitivity analysis [124]. An upper bound can then be derived on the probability of failure due to faults arriving closer together than the maximum tolerated rate. The second method computes the response time assuming no faults and then determines the maximum number of faults that could occur in that time with a probability higher than a specified threshold on the probability of failure. This number of faults is then added and the extended response time computed. This process iterates until it converges or the deadline is exceeded.

In 2004, Broster and Burns [27, 26] presented a simple method for computing probabilistic worst-case response times when there is just one task that has arrivals described by a probability distribution. This method is based on the approach taken to probabilistic modelling of fault arrivals on CAN [28] (see Section 6.2). The method works by computing the response times $R_0$ to $R_m$ for task $\tau_i$ assuming 0 to m random arrivals of the higher priority task with random behaviour. It then determines the probability that each response time occurs. For example to obtain response time $R_2$, there must be exactly two arrivals within that interval, excluding the case where there are no arrivals in $R_0$ or exactly one arrival in $R_1$, since the latter cases result in a smaller response time. Once the probability of each response time has been computed, then the probability of deadline failure can be determined.

Also in 2004, Kim and Kim [75] presented a method of probabilistic schedulability analysis for harmonic task systems under Dual-Modular Temporal Redundancy (DMTR). DMTR utilises two processors to simultaneously run duplicates of each task, with execution split into sub-tasks that execute in defined time slots. At the end of each time slot, comparisons are made between the outputs of the sub-task duplicates. If they are the same, then processing proceeds with the next sub-task, otherwise the duplicates are re-executed and comparisons made between the four outputs (two new and two previous). If two or three matching outputs are found, then processing can proceed, otherwise the duplicate sub-tasks are executed again. A maximum of three time slots can be used for each sub-task, corresponding to three separate temporary data areas available to the processor. The authors derive a probabilistic schedulability analysis for the DMTR model, assuming transient faults that occur according to a Markov model with arrivals according to a Poisson process and an exponentially distributed duration. The approach is formulated using state transition probability matrices. The authors use their formulation to determine the optimal number of sub-slots to use given a fixed checkpointing overhead. They note that there are issues with the complexity of the analysis and restrict their examples and evaluation to three tasks.

In 2011, Aysan et al. [18] provided a probabilistic schedulability analysis for tasks, running under fixed priority preemptive scheduling, that are subject to faults in the form of error bursts. The model of recovery is that errors detected at the end of a task lead to the subsequent execution of an alternate, or the re-running of the original task. The error model analysed consists of bursts of errors occurring with a minimum inter-arrival time ($T_E$), with each burst having a duration described by a probability distribution and a number of errors within it separated by an intra-burst minimum inter-arrival time. Sensitivity analysis is used to compute the minimum value for $T_E$ for each burst length in the distribution such that the task set remains schedulable if error bursts of that duration are separated by at least $T_E$. For each burst length and associated minimum value of $T_E$, the probability of the system remaining schedulable over its lifetime is computed, based
on a Poisson distribution of events (burst arrivals). This information is then used to compose the overall probability of the system remaining schedulable for its lifetime. The analysis takes account of the fact that errors may impact both the task of interest (whose schedulability is being checked) and higher priority tasks that may execute within its response time.

Error occurrence described by a two-state discrete Markov model was considered by Short and Proenza in 2013 [138]. This model specifies two states G and B (Good and Bad) and the probabilities for the transitions between them. Further, associated with each state is the probability of error occurrence while in that state. This model is a general one that can describe bursts of errors with probabilistic inter-arrival times between the start of each consecutive burst, and probabilistic inter-arrival times between the errors within a burst. The authors derive an efficient closed-form bound on the maximum number of errors occurring in an arbitrary time interval $t$ according to this model, subject to a required confidence level or probability $r$. This bound can be used to provide a function giving the number of errors that must be tolerated as a function of $t$ for the system to operate with a probability of failure that is no more than $1 - r$. The authors show how this function can be incorporated into standard schedulability analysis for EDF providing a “one-shot” analysis that can determine if a simple fault tolerant EDF-scheduled system can operate with a probability of deadline failure that is lower than $1 - r$. We note that a similar approach could be applied to fixed priority scheduling by integrating the bound into response time analysis.

In 2016, Santinelli et al. [134] discussed the idea of a C-Space (the space of task execution times that lead to a feasible, i.e. schedulable system) and how it can be adapted to a probabilistic model of execution times. The authors consider separate pWCET distributions resulting from (i) no-fault (or LO-safe) and (ii) fault (or HI-safe) behaviour for each task. These pWCET distributions are used to determine discrete execution time budgets with a probability of being exceeded of, for example, $10^{-9}$ for each task, assuming (i) no-fault and (ii) fault behaviour. The C-Space can then be used to indicate the probability of each combination of execution time budgets being exceeded (assuming i.i.d. execution times), and hence whether a particular set of execution time budgets can be considered feasible for a given combination of behaviours that have to be accommodated (for example task $\tau_1$ considering LO-safe behaviour with no faults, and task $\tau_2$ considering HI-safe behaviour with faults).

### 6.2 Analysis of Fault Recovery on CAN

Controller Area Network (CAN) is a broadcast bus used for in-vehicle networks. Messages sent on CAN have a bounded length and are transmitted according to a fixed priority non-preemptive scheduling policy, with the message ID also representing the message priority (see Davis et al. [50] for full details of the protocol and its analysis). CAN has strong error checking mechanisms that can detect faults that result in bit-errors on the bus and so cause message corruption. The protocol ensures that any message that fails to be transmitted correctly will be later re-sent. Hence faults result in an additional load on the bus due to re-transmissions, which can potentially result in deadline misses. Even though CAN is a deterministic protocol and the messages have bounded lengths, the random occurrence of faults means that analysis techniques are needed that can determine the probability of messages failing to meet their deadlines. A significant thread of research in this area began with the work of Navet et al. [117] in 2000. This was built upon by Broster et al. [28, 29], and Davis and Burns [48], and later adapted to more complex message arrival functions by Axer et al. [17].

In 2000, Navet et al. [117] proposed a fault model for messages on CAN based on random arrivals, where faults are assumed to occur according to a Poisson distribution. They introduce the idea of a tolerable error threshold, corresponding to the maximum number of errors that a message can tolerate before it becomes unable to meet its deadline. This threshold is then used in a calculation of the worst-case deadline failure probability (WCDFP).
Subsequently, in 2002, Broster et al. [28, 29] extended the work of Navet et al. [117], correcting and improving upon the WCDFP analysis. (We note that this work is based on early analysis of CAN that contains a number of flaws, but the method could easily use the correct equations that were derived by Davis et al. [51] in 2007). The analysis works by deriving the probability $p(R_m|K)$ that a worst-case response time of $R_m|K$ occurs, where $R_m|K$ corresponds to the worst-case response time for message $m$ when exactly $K$ faults occur between it being queued for transmission and transmission completing, i.e. within the response time of the message. The calculation of $R_m|K$ assumes the worst-case scenario, i.e. the maximum delay due to blocking, maximum interference from higher priority messages, and maximum bit stuffing. The probability that $K$ faults occur in a given time interval is obtained from the Poisson distribution of faults. The probability $p(R_m|K)$ is computed for values of $K$ from zero to the maximum number of faults that the message can tolerate without missing its deadline. The sum of these probabilities lower bounds the probability that the message will be successfully transmitted by its deadline, hence subtracting this sum from 1 gives an upper bound on the worst-case deadline failure probability. We note that due to the worst-case assumptions in the response time calculation, this WCDFP may be significantly larger than the actual probability of deadline failure averaged over a large number of instances of the message. In 2012, Axer et al. [17] extended the approach of Broster et al. [28] to more complex arrival functions for messages, including the case where messages have arbitrary deadlines.

The work of Broster et al. [28, 29] was improved upon by Axer and Ernst [16] in 2013. They considered the probabilistic schedulability analysis of messages on CAN assuming a Poisson distribution of faults. They present a method of probabilistic response time analysis based on the use of probability distributions representing queueing delays, busy period lengths, and response times. The key idea is to represent the worst-case total transmission time for each message including its re-transmission due to faults as a probability distribution, based on the probability of $k$ faults occurring within transmission of that specific message. This is possible since the Poisson fault model is memoryless. The schedulability analysis derives from the deterministic response time analysis for CAN [51] adapted to consider probability distributions. The authors show how to compute the longest priority level-$i$ busy period that can occur with a probability that is above some small threshold of interest. The response time distributions for each message of priority $i$ in the busy period are then computed using a process of convolution and splitting. An upper bound on the probability that the response time of any message of priority $i$ in the busy period will exceed an arbitrary time $t$ (e.g. its deadline) can then be obtained from these distributions. Evaluation shows that the results given by the analysis are very close to the empirical distribution obtained via Monte Carlo simulation. Further, the probability of failure using typical fault rates for CAN is approximately one order of magnitude better than can be obtained via the analysis of Broster et al. [28, 29]. The reason being that the latter approach pessimistically assumes that the largest possible re-transmission time (for any higher priority message) occurs on every fault.

In 2009, Davis and Burns [48] introduced algorithms that determine Robust Priority Assignments (RPA) [47] for messages sent over CAN. They also investigated a probabilistic variant of this problem. This work builds on prior analysis of the worst-case deadline failure probability (WCDFP) for CAN messages in the presence of faults by Navet et al. [117] and Broster et al. [28, 29]. The authors derive a Probabilistic RPA algorithm which determines a robust and optimal priority ordering, in the sense that it returns a priority ordering which minimises the maximum WCDFP over all messages, provided that a schedulable priority ordering exists. The algorithm builds on the optimal priority assignment algorithm of Audsley [15]. A case study example shows that using the Probabilistic RPA algorithm can result in a worst-case failure rate that is orders of magnitude better than that obtained using deadline monotonic priority assignment (e.g. a failure rate of 1 in 28,500 compared to values in the range 1 in 500 to 1 in 1000).
With CAN, the physical layer employs *bit stuffing* to ensure that there are enough transitions in polarity to maintain synchronisation between the nodes on the network. Thus within each message transmission, a bit of opposite polarity is inserted after every five consecutive bits of the same polarity. This increases the transmission time of the messages. In 2003, Nolte et al. [119] provided a probabilistic worst-case response time analysis for messages on CAN. They used distributions of the number of stuff bits, as opposed to worst-case values, to calculate probabilistic response times based on the critical instant. The authors assume independence between the distributions of the number of stuff bits for different messages and between those numbers for instances of the same message. We note that it is unlikely that such independence would exist in practice. For example consider the situation at start up, when the vehicle is not moving. Many of the signals in the CAN messages may be at their default values e.g. zero, which incur a large number of stuff bits. Further many values (temperatures, pressures etc.) change only slowly over time, thus it is reasonable to expect a strong correlation between the values in one instance of a message and the next, and hence a strong correlation between the numbers of stuff bits.

A probabilistic analysis for CAN messages and end-to-end latencies in an automotive system was presented by Zeng et al. [153] in 2009. They build upon the basic approach of Diaz et al. [54, 55] (see Section 3.2), with a number of approximations and adaptations for distributed systems connected via CAN. Task execution times are assumed to be independent and described by probability distributions. Similarly, the transmission times of CAN messages are also assumed to be independent and described by probability distributions, in this case accounting for the varying levels of bit-stuffing assuming variable message contents. The key approximation introduced for CAN involves handling the lack of synchronisation between messages sent by different ECUs. (The entire system is not simply periodic). This is done by approximating all messages sent by a remote ECU via a single *characteristic message* that has a probability distribution and values for its transmission time equating to the number of messages of priority $i$ or higher that may be released at the same time. For example if there are two messages with periods of 10 and 40 sent by the ECU, then the characteristic message will have a period of 10 (the greatest common denominator) and a probability distribution indicating 1 message with a probability of 0.75 and 2 messages with a probability of 0.25. The authors note that this introduces some inaccuracy into the analysis and it may be quite pessimistic for long intervals of time. Further, there is also the potential for optimistic (i.e. unsound) results. The analysis is, however, intended as an approximation to be used in design space exploration rather than as an upper bound. The characteristic message is given an offset and random jitter to account for the lack of synchronisation between messages transmitted by different ECUs. Messages sent by the same ECU as the message under analysis are treated as individual messages, since their phasing with respect to the message of interest is known. Blocking due to lower priority messages is also accounted for by assuming that the probability of such messages being transmitted is uniform over the hyperperiod. Again, the authors note this is a potential source of inaccuracy. The analysis method follows that of Diaz et al. [54, 55], first the stationary backlog is computed at the start of the hyperperiod (of messages on the ECU that transmits the message under analysis), then the backlog at the release time of each message instance is computed, and finally, the response time distribution of each message instance within the hyperperiod. These are averaged to obtain the response time distribution of the message. The evaluation considers a 69 message case-study based on an experimental vehicle. The results show that the stochastic analysis provides results that are close to those obtained via simulation averaged over $10^8$ different relative phasings. The analysis is subsequently extended to end-to-end latency (i.e. tasks communicating across multiple ECUs and two CAN buses). Again, the analysis results are a close fit to those obtained via extensive system level simulation. The key advantage of the stochastic analysis over simulation is its speed e.g. 8 seconds of analysis versus 20 hours of simulation. This means that the analysis is much better suited for use in design space exploration.
Building on their prior work on probabilistic schedulability analysis for tasks [18], in 2012 Aysan et al. [19] derived probabilistic schedulability analysis for CAN under a general fault model. This model considers fault bursts of a duration described by a probability distribution. The analysis proceeds in three steps: (i) For each potential burst duration in the distribution, sensitivity analysis is used to determine the minimum inter-arrival time $T_{burst}^{E}$ of errors within that burst such that the system remains schedulable. (ii) An upper bound is computed on the probability of a smaller inter-arrival time than $T_{burst}^{E}$ occurring within the burst for each duration. These bounds are then used to determine an upper bound on the probability that the minimum tolerable inter-arrival times for errors are violated for all potential fault durations over the mission duration. (iii) Finally, the probability of unschedulability is computed from the probability of two bursts occurring too close together and the probability of the minimum tolerable inter-arrival time of errors within a burst being violated.

6.3 Summary and Perspectives
In this section we reviewed work on probabilistic schedulability analysis where random variables are used to represent the occurrence of some form of fault. Beginning with initial work by Burns et al. [33] in 1999, we can trace an important thread of research providing probabilistic schedulability analysis for fixed priority systems, in particular Controller Area Network (CAN), under an assumed fault model [117, 28, 29, 48, 16, 17]. This work derives effective estimates of the worst-case probability of deadline failure, and provides the tools needed to assign message priorities in such a way as to make the system as robust as possible to the occurrence of faults. The main issue with this line of research is whether the fault models used reflect reality; however, the method is sufficiently flexible to incorporate any reasonable fault model where the probability of some number of faults is monotonically non-decreasing in the length of the time interval considered.

7 Statistical Analysis of Response Times
Previous sections reviewed work on probabilistic schedulability analysis based on analytical models of the system. By contrast, in this section we review work that takes a statistical approach, treating the system as a “black box” and making observations of response times from which an estimation of the response time distribution and hence deadline miss probabilities can be derived.

One of the key methods used in this thread of research is Extreme Value Theory (EVT). An overview of the use of EVT in measurement-based probabilistic timing analysis can be found in the companion survey [52], with more detailed information given in Stuart Coles’ textbook on the subject [39]. Here, we provide a brief synopsis, focusing on the Extreme Value Theorem (or Fisher–Tippett–Gnedenko theorem). This theorem states that if the normalised maximum of a sequence of i.i.d. random variables converges, then the limit distribution belongs to either the Gumbel, Frechet, or reversed Weibull family of distributions. In practice, EVT may be applied using the Block Maxima method as follows: (i) obtain a representative sample of observations (e.g. response times), (ii) check using appropriate statistical tests that the sample of observations collected is analysable using EVT, (iii) divide the sample into blocks of observations of a fixed size, and take the maxima for each block, (iv) fit a Generalised Extreme Value (GEV) distribution (i.e. reversed Weibull, Gumbel, or Frechet distribution, depending on the shape parameter) to the distribution of the maxima, (v) check the goodness of fit between the distribution of the maxima and the fitted GEV distribution. The GEV distribution so obtained then approximates (estimates) the distribution of the extreme values of the sampled distribution. We note that if the underlying (measured) distribution is badly behaved, then the normalised maximum may not converge to any of the limit distributions, in which case the method is not applicable. This can be determined by appropriate statistical tests.
7.1 Statistical Estimation

A number of authors have sought to apply statistical methods to estimate response time distributions and deadline miss probabilities. The main thread of research in this area comes from Lu, Nolte, and their co-authors [96, 97, 94, 95] with a recent investigation into the soundness of such approaches by Maxim et al. [111].

The theory of Large Deviations [144] was applied by Navet et al. [116] in 2007 to the problem of estimating the mean or the sum of the response times of a series of aperiodic jobs. This method makes use of frequency histograms of response times that are obtained via measurement. It assumes that the response times of jobs of an aperiodic task are i.i.d. The authors note that this is not the case with the response times of periodic tasks, since the interference from other tasks follows a pattern over the hyperperiod due to the release times of higher priority tasks. The method provides an estimation of the probability that the mean response time of a sequence of $n$ jobs of the task will exceed some value $x$, for all values of $x$.

In 2010, Lu et al. [96] introduced a method of estimating probabilistic worst-case response times (pWCRT) using Extreme Value Theory (EVT). They record observations of response times, obtained from simulation. EVT is then applied to these observations, using the Block Maxima method, with the distribution of the maxima fitted to a Gumbel distribution using a $\chi^2$-squared test. The authors present an algorithm which searches for an appropriate block size to use, while enforcing a minimum of 30 blocks. The results are compared to those obtained via a Monte-Carlo search (i.e. keeping the largest response time found from a set of randomised simulations) and also via meta-heuristic search applied on top of Monte-Carlo simulation. The evaluation considers three system models (M1-M3) indicative of those used in robotic control systems. Here, tasks exhibit strong dependences through asynchronous message passing, shared global variables, and runtime changes to task periods and priorities. The system models used in the evaluation vary in analysis techniques, and so an exact worst-case response time could be determined. By contrast, M3 has intricate dependences via message passing, global shared variables, and changes in task periods and priorities. The evaluation results show that the EVT-based approach requires far fewer simulation runs (approx. 6% as many) to produce meaningful results compared to the Monte-Carlo and search-based methods. Following on from this work, Lu et al. [97, 94, 95] refined the method, using a form of simple random sampling to break dependences between observations. They also sought to ensure that the pWCRT value returned by their tool (RapidRT) for a given probability of exceedance is an upper bound with an appropriate level of confidence. This is done by repeating the process of obtaining observations and applying EVT $n$ times to produce $n$ pWCRT distributions. The set of values at a probability of exceedance of $10^{-9}$ from each of these distributions is then checked to see if it complies with a normal distribution. If so, the pWCRT value returned is the one that corresponds to the desired level of confidence (e.g. $3\sigma \approx 99.7\%$). In their final work in this area, Lu et al. [95] evaluated their method using a case study based on an industrial robotic control system with the results compared against a state of the art method based on using meta-heuristic search to guide Monte Carlo simulation to determine parameters that will lead to long response times. Note such simulation requires a detailed model of the system. Four levels of system complexity were explored containing from 40-60 tasks, 7-12 queues, and in the case of the most complex system, run-time priority and period changes, unbounded message passing, and task offsets. The proposed method was shown to bound the estimates obtained via meta-heuristic search and Monte Carlo simulation, with no more than 15% pessimism.

Subsequent work in 2013 by Liu et al. [91] applied EVT to the problem of estimating the worst-case response times of messages on a CAN bus. Due to the scheduling policy used, the distribution of observations and their maxima show multiple peaks. Such distributions are difficult
to analyse, since they cannot be fitted to the known EVT distributions. To address this problem the authors use a filtering method which aims to reduce the distributions to single peaks by discarding observations below a threshold. (This threshold is set such that the mean value of observations above the threshold is greater than or equal to their median value). Evaluation shows that the method provides results that are only a few percent pessimistic compared to response time analysis for CAN [50] using computed worst-case values.

The soundness and precision of applying statistical techniques to determine the probabilistic worst-case response time (pWCRT) distribution of tasks was investigated by Maxim et al. [111] in 2015. They noted that to obtain meaningful results, a ground truth is required. In other words the pWCRT must be known. This is far from simple, and may not be possible for tasks in a real system. Therefore they constructed a simulation of task behaviour based on pWCET distributions, which could potentially be obtained from a real system. The approach obtains the ground truth via probabilistic worst-case response time analysis using the method given by Maxim et al. [106] (see Section 3.3), which determines precise pWCRT distributions from the input pWCETs. The ground truth is compared to a number of statistical approaches. These include fitting to Normal, reversed Weibull, and Gumbel distributions, and an EVT-based approach using the Block Maxima method. The evaluation shows that fitting to a Normal or reversed Weibull distribution is unsound with approximately half of the pWCRTs under-estimating the probability of a deadline failure. Fitting to a Gumbel distribution produced better results in this respect with about 10% unsound results. Using the EVT-based approach, none of the results were unsound; however, there was an increase in pessimism compared to directly fitting a Gumbel distribution.

7.2 Summary and Perspectives

In this section we reviewed research that takes a statistical approach to estimating response time distributions. Of particular note is the work by Lu et al. [96, 97, 94, 95] and Maxim et al. [111]. The former showing that EVT can provide meaningful predictions of the tail of response time distributions even in the case of systems with intricate dependences, and the latter showing that the results from EVT are sound compared to the ground truth, while those from directly fitting a distribution to the observations are not.

All of the work reviewed in this area has focused on single processor systems. For tasks running on COTS multi-core platforms there are significant difficulties involved in obtaining precise worst-case response times via analytical methods due to issues of cross-core contention. The application of statistical methods to directly predict the extreme values of the response time distributions for tasks in such systems could potentially provide some solutions to this problem. This is an interesting area for future research.

8 Probabilistic Analysis of Mixed Criticality Systems

The term Mixed Criticality System (MCS) is used to describe real-time systems where applications with different criticality levels (meaning different levels of assurance required against failure) are integrated onto the same hardware platform. This integration gives rise to research questions in terms of how to reconcile the conflicting requirements of sharing for efficient resource usage and separation for reasons of assurance [31]. In 2007, Vestal [145] described a mixed criticality task model whereby LO-criticality tasks have a single worst-case execution time estimate \( C(LO) \), and HI-criticality tasks have two estimates \( C(LO) \) and \( C(HI) \), with the latter, larger estimate obtained via methods that give a higher level of confidence / assurance that it will not be exceeded. (For example \( C(LO) \) might be an upper bound on the longest execution time observed during testing, while \( C(HI) \) may be a conservative value obtained via detailed static timing analysis). The timing
constraints placed on the system require that all tasks meet their deadlines provided the $C(LO)$ budgets are not exceeded; however, if a HI-criticality task exceeds its $C(LO)$ budget, then it is only required that the HI-criticality tasks meet their deadlines, assuming that they execute for at most their $C(HI)$ budgets. This required behaviour reflects the different failure rates that may be acceptable at different criticality levels (see the discussion in Section 1). For more information on research into scheduling mixed criticality systems, see the survey by Burns and Davis [31].

In this section we review recent research on probabilistic schedulability analysis for MCS. These methods typically use a richer representation based on execution time or pWCET distributions, rather than the discrete execution time budgets $C(LO)$ and $C(HI)$ at different criticality levels assumed by Vestal’s model [145]. Here, one may consider the $C(LO)$ and $C(HI)$ budgets from Vestal’s model as two points on the $x$-axis of the 1 - CDF of a pWCET distribution (see Figure 2 in Section 2), each with an associated probability of exceedance (i.e. the corresponding $y$-axis value).

8.1 Analysis for Mixed Criticality Systems

Research into probabilistic schedulability analysis for mixed criticality systems is in its infancy with a small number of papers published from 2015 onwards. The majority of these works are short papers that have appeared in workshops. A necessarily brief review of them is given below.

In 2015, Santinelli and George [132] presented preliminary work on probabilistic schedulability analysis for MCS scheduled using EDF. They investigated how schedulability varies with task execution times, referred to as the probabilistic C-space. Later the same year, Guo et al. [64] extended the mixed criticality task model with a single exceedance probability value for the low assurance budget of each HI-criticality task, and used probabilistic analysis to improve schedulability.

In 2016, Maxim et al. [107] adapted probabilistic response time analysis from [106] (see Section 3.3) to fixed priority preemptive scheduling of MCS using the Adaptive Mixed Criticality (AMC) and Static Mixed Criticality (SMC) schemes [22]. They compared this analysis to the equivalent deterministic methods, highlighting the performance gains that can be obtained by utilising more detailed information about worst-case execution time estimates described in terms of probability distributions. This work was extended by Maxim et al. [108] to provide a more precise analysis, and also to examine by how much the execution time budgets of LO-criticality tasks can be increased by employing probabilistic rather than deterministic schedulability analysis methods.

In 2016, Alahmad and Gopalakrishnan [9, 8] studied the problem of scheduling mixed criticality job sets with execution times described by random variables. The aim of this work is to compute implementable scheduling policies that meet the probabilistic timing constraints. The problem is modelled as a Constrained Markov Decision Process (CMDP), with feasible policies obtained using a linear program.

In 2016, Draskovic et al. [57] examined fixed priority preemptive scheduling of MCS of periodic tasks with execution times described by random variables. They employed the method of Diaz et al. [54] (see Section 3.2) to compute the probability of a deadline miss for every job in the hyperperiod, and from that the overall deadline failure rate. They also computed the expected time before a change to HI-criticality mode, and showed that this expected time depends on the LO-criticality execution time budget allocated to HI-criticality tasks. A smaller budget results in a lower probability of deadline failure, but a shorter expected time before a transition to HI-criticality mode.

In 2017, Abdeddaim and Maxim [1] derived probabilistic response time analysis for mixed criticality tasks under fixed priority preemptive scheduling, adapting the techniques of Maxim and
Cucu-Grosjean [106] (see Section 3.3) to the MCS model. The analysis computes the probability of deadline misses for each task in each criticality mode. This work does not assume any monitoring, hence lower criticality tasks are assumed to continue executing in higher criticality modes.

In 2017, Kuttler et al. [80] introduced an algorithmic approach to probabilistic schedulability analysis called symbolic scheduling. They considered an extension of AMC [22] where the priorities of LO-criticality tasks are reduced (to below that of any HI-criticality task) when the system switches to HI-criticality mode. Assuming this behaviour, they calculate the probability of each job of a LO-criticality task meeting its deadline. The method applies to periodic tasks. Conceptually, it considers every possible combination of execution times, forming a tree where each path from root to leaf represents a possible behaviour of the system. The disadvantage of this naive approach is that the tree quickly becomes very large. Symbolic scheduling is therefore used, whereby paths that may have different execution times but agree on the order of jobs and their success or otherwise in meeting deadlines are combined. The evaluation shows that considering only the probabilistic worst-case response time (i.e. the behaviour at the critical instant) can be pessimistic in its estimate of the probability of LO-criticality jobs missing their deadlines.

8.2 Summary and Perspectives

In this section we reviewed research on probabilistic schedulability analysis for Mixed Criticality Systems (MCS). These methods consider MCS described using execution time or pWCET distributions rather than the conventional $C_{(LO)}$ and $C_{(HI)}$ WCET estimates / execution time budgets of Vestal’s model [145]. This additional information provides the potential for improvements in schedulability and in the size of the budgets that can be afforded to different tasks, see for example the work of Maxim et al. [108]. MCS are a hot topic of real-time systems research. A probabilistic view of MCS would appear to provide an excellent match to requirements that are specified in terms of levels of assurance and failure rates. We note, however, that research in this area is currently in its infancy with a small number of works starting in 2015, the majority of which are workshop papers or other short publications. (For a comprehensive review of other research into MCS see the survey by Burns and Davis [31]).

9 Miscellaneous

In this section, we review research that explores miscellaneous aspects of scheduling and schedulability analysis for probabilistic real-time systems, including task graphs and precedence constraints, analysis for multiprocessor systems, miscellaneous models and techniques, and position papers.

9.1 Task Graphs and Precedence Constraints

The majority of the research in this area was published by Manolache et al. in a series of papers [100, 101, 102] from 2001 to 2008.

In 2001, Manolache et al. [100] presented a method of analysing systems with precedence relations between tasks described by task graphs, and task execution times described by probability distributions. They assume that the tasks are periodic with a reasonably small hyperperiod. The method is applicable only to non-preemptive scheduling algorithms such as fixed priority and EDF that do not alter job priorities between scheduling points (i.e. task release times and deadlines). It is assumed that if a job misses its deadline, then it is aborted. The first step in the analysis is to divide the hyperperiod into so called Priority Monotonic Intervals (PMI) de-marked by job release times and deadlines. The stochastic process is then constructed and analysed at the same time, thus reducing memory requirements. A stochastic process state consists of the index of the
currently running job, the start time of the job, and the indices of the ready jobs. The number of next states depends on the number of possible execution times of the job. As this number can be very large, states are grouped together, while still preserving the Markovian property. States are processed in order, by PMI first, and then within a PMI by highest priority ready job. The method thus determines the expected deadline miss probability for each task. Evaluation shows that the method is effective for tasks sets of cardinality up to 20 and hyperperiods from 360 to 5040. Subsequently, in 2004, Manolache et al. [101] extended their earlier work [100] to the case where tasks may continue to execute beyond their deadlines. Such overruns are restricted by limiting the maximum number of jobs of the same task that can exist in the system at any given time. On the release of a task, if this limit would be exceeded, then there are two options: discard the oldest job of the task, or reject the new job. Evaluation shows that rejecting the new job leads to much greater complexity, since a bound is removed on the number of successor states. The authors also discuss possible extensions to preemptive scheduling, but note that the complexity of the method would be greatly increased. Later, in 2008, Manolache et al. [102] proposed a solution to the problem of task priority assignment and mapping in a multiprocessor system. The task model is the same as in their previous works [100, 101]. The method is based on a Tabu search, with various approximations used to reduce the complexity of computing estimates of the deadline miss probability and thus the fitness function used in the search.

In 2003, Hua et al. [69] proposed a method of using probabilistic descriptions of task execution times to optimise other parameters of interest in multimedia systems, such as energy consumption. The model considered is a task graph, where the tasks in the graph are executed in a fixed order, and must be completed by a given deadline. The application i.e. the task graph is executed periodically. The system must meet a completion ratio condition, effectively a threshold on the expected proportion of a large number of instances of the task graph that will meet their deadlines. A simple formula is given for computing the completion ratio based on the execution time distributions. This formula has exponential complexity, since it effectively considers all combinations of possible task execution times from the distributions. An approximation is therefore used that starts with each task assigned its WCET, and then while the deadline is not met, it removes the largest value from one of the task execution time distributions. This lowers the overall execution time, but decreases the completion ratio. Eventually, either the task graph is deemed schedulable with an acceptable completion ratio, or the completion ratio becomes too small. The value to remove is chosen in a greedy way, by selecting the one that gives the largest reduction in overall execution time, weighted by how much the completion ratio is reduced. The authors also describe an offline/online algorithm for minimising energy consumption via dynamic voltage and frequency scaling (DVFS). The aim here is to either drop jobs or to extend their execution to reduce energy consumption, while meeting the specified threshold on the completion ratio. We note that it is implicitly assumed that the execution time of a job becomes known at the point when it is released, which may not be possible to achieve in practice.

## 9.2 Multiprocessor Analysis

Below, we cover the few works on probabilistic schedulability analysis for multiprocessor systems. The relative absence of work in this area contrast strongly with the wealth of research into conventional schedulability analysis techniques for multiprocessor systems, (see Davis and Burns [49] for a survey).

In 2002, Nissanke et al. [118] and Leulseged and Nissanke [86] described a probabilistic framework for investigating the schedulability of tasks on a multiprocessor, with execution times and deadlines modelled via probability distributions. Each task has a fixed period, and its behaviour is represented by points on a cartesian graph of remaining execution time versus laxity.
A set of non-zero probabilities characterise the task as arriving with a certain execution time and laxity. Between arrival times, remaining computation times and laxities are also described by probabilities, but evolve according to the scheduling algorithm, reaching either negative laxity indicating a missed deadline or zero remaining computation time indicating completion. By knowing the probability of realising each scenario, and the competition between tasks at the same priority, the probability of a task being executed is computed. This enables calculation of the execution patterns of all tasks over the hyperperiod, enabling the various properties of interest to be derived. The movement of tasks through this scheduling domain depends on the probability of processors being assigned tasks to execute that are in a particular state (specified by laxity and execution time), and also on the arrival rate. Overall, the framework can be used to determine performance indicators such as expected deadline failure rate, success rate, number of tasks executing, number of tasks at a particular point etc. The authors propose that a probabilistic scheduling policy could be determined by prescribing a probability to executing tasks based on their location in the scheduling domain. These probabilities could be obtained by solving an optimisation problem with the aim of maximising some performance indicator of interest, such as the expected success rate.

In 2010, Mills and Anderson [112] extended prior work on tardiness bounds for global EDF (GEDF) scheduling to tasks with execution times described by i.i.d. random variables. For such systems, they derived a bound on expected mean tardiness for all tasks. Subsequently in 2011, Mills and Anderson [113] generalised their previous work to address tasks with stochastic execution times (specified via mean and variance) scheduled via sporadic servers under GEDF or any other global scheduling algorithm with bounded tardiness. They proved a worst-case tardiness bound when the system has a worst-case utilisation that is bounded by the number of processors, and an expected or average-case tardiness bound when the average-case utilisation is bounded by the number of processors. This latter bound does not require knowledge of the task’s WCET, or even for the WCET to be bounded. Hence the average-case tardiness bound can be computed on the basis of the mean and variance obtained from representative execution time observations. An example shows that the computed tardiness bounds are much tighter than those derived previously [112].

In 2014, Liu et al. [92] considered how to deal with dependencies between the execution times of jobs of a task. They build upon the work of Mills and Anderson [113], thus assuming that tasks are scheduled via sporadic servers under GEDF. The key idea is to represent the stochastic execution times of the task via two components: (i) a fixed threshold, and (ii) an excess over that threshold. The idea is that by tuning the threshold to an appropriate level, the non-zero excesses over the threshold become independent. (This notion is similar to the one of extremal independence, where extreme execution time values are sufficiently rare and far apart as to be independent). Using an independence threshold for each task enables the system designer to balance the need for a tractable probabilistic analysis based on modeling execution times as independent random variables, and the need to avoid a pessimistic provision based on deterministic worst-case reasoning. The authors integrate the concept of independence thresholds into the prior approach of Mills and Anderson [113]. They present a measurement process based on statistical tests of independence that is able to find the smallest threshold such that dependences are effectively eliminated. Finally, they show via an MPEG video decoding case study that the overall approach is highly effective, on average achieving a two-fold reduction in the required server execution time budgets compared to deterministic worst-case provisioning.

In 2015 and a later journal extension in 2017, Wang et al. [149, 148] proposed a task partitioning algorithm for fixed priority preemptive scheduling of tasks with execution times described by independent random variables on a homogeneous multi-core platform. They explored four different
heuristics that quantify the degree of harmonicity among the tasks assigned to a processor. These are mean-based, variance-based, cumulative distribution-based, and distribution sum-based. The evaluation shows that these heuristics significantly outperform existing (deterministic) methods in terms of the number of cores required to ensure that probabilistic timing guarantees are met (i.e. that all tasks meet their deadlines with an acceptable probability). Later work by Ren et al. [128] built upon the above work addressing some of its drawbacks. In particular, the partitioning approach employed by Wang et al. [149, 148] can suffer from fragmentation. Ren et al. address this issue by combining a consideration of both harmonicity and probabilistic workload. Their approach first orders the tasks by decreasing expected utilisation and selects the highest expected utilisation task as a reference task. It then selects tasks to add to the subset containing the reference task based on harmonicity. Tasks are added until no further task can be added without the subset failing the probabilistic schedulability test for a single processor. The selected subset of tasks is then assigned to one processor and the method repeats for the remaining unassigned tasks. Evaluation using synthetic task sets shows that this approach is both more effective and has a shorter average runtime than the previous partitioning approach of Wang et al. [149, 148].

9.3 Miscellaneous Models and Techniques

In this subsection we review work relating to miscellaneous models and techniques such as randomised job dropping and imprecise computation.

In 2001, Hu et al. [68] studied fixed priority preemptive systems with task execution times described by random variables. They argue that finding the probability of each task missing its deadline does not give the full picture for a system and can be misleading. Instead, they propose that the probability of failures is assessed over state cycles corresponding to the intervals between job releases for periodic tasks. They reason that a state is only feasible if all of the jobs that are ready in that state meet their deadlines. (A job with a long deadline may thus affect the feasibility of multiple states). The overall probability of system feasibility is assessed by determining the expected number of feasible states over the total number of states in the hyperperiod, or as an approximation a shorter interval such as the task period. The focus on states ensures that correlations between different jobs missing their deadlines are captured. We note that this method does not consider the backlog at the end of the hyperperiod and thus is only applicable if the worst-case processor utilisation does not exceed 1. Constrained deadline periodic tasks are assumed. The method is also extended to EDF. The complexity of the method is exponential in the number of values in the execution time distributions, with the exponent being the number of releases of the task within the hyperperiod. It therefore seems unlikely that the method is viable for systems that do not have both a small number of tasks and a short hyperperiod.

Also in 2001, Hamann et al. [65] integrated a probabilistic description of execution times with the imprecise computation model based on mandatory and optional components [90]. They assume that each task is composed of a single mandatory part that must be guaranteed to complete by its deadline and multiple optional parts for which only soft (probabilistic) guarantees are required. It is assumed that the execution time distribution is provided for each part of a task, and that the WCET is known for the mandatory part. A simple analysis is given that determines the size of the reservation required to guarantee the mandatory part and to provide the desired probabilistic guarantee that a required percentage of the optional parts complete. This is achieved by convolving the execution time distributions, hence their independence is assumed. The approach is motivated by multimedia examples involving the decoding of MPEG frames, with I and P frames mandatory and B frames optional.
In 2002, Kim et al. [77] proposed an alternative to task-level or job-level isolation based on randomised dropping. The motivation for this approach is that isolation does not allow sharing of processing resources when a job executes in less time than reserved for it. In the model addressed in this work, periodic tasks are assumed to have independent execution times with known probability distributions, and are assigned an execution time budget that they can use without triggering the dropping mechanism. Typically this corresponds to the expected or average execution time. Job scheduling is via EDF; however, each job also has one or more trigger values on the execution time that it uses. When one of these trigger values is reached, there is an associated probability that the job will be dropped. By tuning these values and the probabilities of dropping, the interference on other jobs can be limited in a probabilistic way. The authors propose a stochastic analysis for their model, based on a Markov process. They derive the Markov chain over multiple hyperperiods, and compute the stationary backlog distribution. This is then used to determine the response time distribution and deadline miss probability for each job, and hence also for each task. The randomised dropping is modelled as an adjustment to the execution time distribution for each task. Evaluation shows that the method is successful in achieving a high probability of deadlines being met in an otherwise overloaded system.

In 2009, Gopalakrishnan [61] explored the idea of sharp utilisation thresholds in fixed priority preemptive scheduling of periodic tasks. They show that for task sets chosen uniformly at random, there is a transition around some utilisation $U$ where the probability of an implicit deadline task set being schedulable under rate-monotonic scheduling changes from 1 to 0. The width of this transition depends on the cardinality of the task set and tends to a sharp threshold (i.e. an interval of zero width) as the number of tasks tends to infinity. A similar result giving a sharp synthetic utilisation (or density) threshold was obtained for aperiodic tasks, where a task's density is given by its execution time divided by its relative deadline. This work provides a highly efficient means of admitting task sets at runtime based on a simple utilisation-based test, while ensuring that there is a high probability that the task sets will be schedulable. For soft real-time systems this approach could be much more effective than using hard utilisation bounds [89], below which there are no task sets that are unschedulable.

9.4 Position Papers

The following works discuss some requirements for probabilistic schedulability analysis to be useful in practice, as well as issues relating to independence.

In 2012, Quinton et al. [125] set out four requirements (or conditions) that must be satisfied by probabilistic analysis for it to be useful: (i) it must be efficient enough to scale to real systems, (ii) it must provide meaningful results for system designers, (iii) the model used must be practical (i.e. simple enough to be provided by the designer) or automatically generated, (iv) any assumptions made by the analysis must be formally described so they can be validated. They note that most existing probabilistic approaches determine the distribution of response times, but can say nothing about the behaviour of the system in a short and bounded time window. In other words, they cannot answer the question, “can deadline misses occur in a burst?” (See the discussion in Section 2.5).

In 2013, Cucu-Grosjean [42] considered different types of independence in the context of probabilistic real-time systems. A key aspect of this work is the discussion covering the definition of, and the differences between, probabilistic execution time distributions (pET) of jobs and probabilistic worst-case execution time distributions (pWCET) of tasks. The author notes that since the pWCET distribution upper bounds all the pET distributions for the jobs of a task (in the sense of the greater than or equal to operator $\geq$ on random variables defined in [55]), then the pWCET distribution of a task is by definition probabilistically independent with respect to jobs.
of the same or different tasks. They also highlight the differences between independence between tasks (as required by the Liu and Layland model [89]), probabilistic independence between random variables (needed so that basic convolution may be used to determine probabilistic response times), and statistical independence between observations of execution times. In a paper accompanying an invited talk at the ETR summer school in 2013, Cucu-Grosjean [43] discusses different types of independence (probabilistic, statistical) [42] and also recaps the work on probabilistic schedulability analysis [54] and probabilistic WCET analysis [44] for real-time systems, re-sampling techniques [109], and priority assignment policies [105].

9.5 Summary and Perspectives

In this section, we reviewed works that explore different aspects of scheduling and schedulability analysis for probabilistic real-time systems. Here, we highlight the work of Liu et al. [92] that provides a means of dealing with dependencies between the execution times of jobs of a task via an independence threshold, and the work of Gopalakrishnan [61] that provides a simple but highly effective probabilistic admission test for soft real-time task sets. We note that while there is substantial literature on conventional schedulability analysis for multiprocessor systems (see Davis and Burns [49] for a survey), with a handful of exceptions, research into probabilistic schedulability analysis has focused on uniprocessor systems. Further, there are now a large number of papers focused on providing conventional schedulability analysis for tasks running on multi-core platforms, taking into account the effects of contention for shared hardware resources (interconnect, memory hierarchy, I/O system etc.) between tasks running in parallel on different cores. There appears to be little if any published work on probabilistic schedulability analysis for such systems. This is an important area that could benefit from future research.

10 Addressing Issues of Intractability

Much of the research into probabilistic schedulability analysis relies on combining execution time distributions via basic convolution. A naive assessment of basic convolution would assume that it has exponential complexity $O(m^n)$ where $m$ is the number of points in each distribution and $n$ is the number of distributions convolved. While this is correct in terms of the theoretical worst-case, in practice the range of values in each distribution is such that the overall complexity is far lower. For example, assuming that the largest (integer) value in an execution time distribution is $N$, then the number of points in the intermediate distribution after $m$ convolutions is at most $mN$, and hence the overall complexity of $m$ convolutions is $O(Nm^2)$. Nevertheless, probabilistic response time analysis involving realistic numbers of tasks with a spread of periods of a few orders of magnitude can involve significant computation. In this section, we review works that seek to reduce the amount of computation required, while in some cases trading faster calculation for pessimism in the results.

10.1 Re-sampling

Re-sampling reduces the number of values present in a discrete probability distribution, and therefore reduces the amount of computation required in convolution operations involving that distribution. This improvement in efficiency comes at a cost of reduced accuracy or pessimism in the results.

In 2010, Refaat et al. [127] presented a method of reducing the complexity of the analysis of Diaz et al. [54, 55] and Kim et al. [76] by re-sampling the execution time distributions used. Their method involves taking $k$ random samples from the probability distribution and assigning
the probability for all excluded points to the worst-case value from the distribution, which is always kept. This method provides a sound but pessimistic approximation [55]. Subsequently, later in 2010, Maxim et al. [110] presented an alternative approach to re-sampling execution time distributions that improves on the method introduced by Refaat et al. [127]. This approach keeps the $k - 1$ values with the largest probability as well as the largest value. It then reassigns the probability mass for each removed point to the retained point with the next larger value. This is a sound approximation, with less pessimism than assigning the probability mass of excluded points to the worst-case value.

Building on the earlier work in this area, in 2012, Maxim et al. [109] considered the need for re-sampling probabilistic worst-case execution time (pWCET) distributions when computing probabilistic worst-case response time (pWCRT) distributions. This computation involves repeated use of the convolution operator. The runtime of convolution of arbitrary distributions can grow rapidly, as the number of points (distinct execution times) in the existing distribution can in the worst case be multiplied by the number of points in each pWCET distribution that is convolved onto it. In theory, this leads to an exponential growth in the runtime. In practice, the number of points in a discrete distribution cannot exceed $\text{max-et} - \text{min-et}$, where $\text{max-et}$ and $\text{min-et}$ are the maximum and minimum values in the distribution. The authors address the complexity issues with convolution by introducing sound ways of re-sampling the distributions created. A sound re-sampling is one that does not move probability values right-to-left, thus never allocating them to a smaller execution time. Although moving some values left-to-right introduces pessimism, it ensures that the pWCRT produced over-approximates that which would be obtained without re-sampling. The work considers uniform spacing, a re-sampling technique that is widely used in other contexts. This method selects sample points that are uniformly spaced in terms of probabilities, i.e. at equally spaced percentiles throughout the distribution. It provides a good fit in terms of overall pessimism; however, the shape of the tail, which is important in pWCRT calculation, can be heavily compromised. Two new re-sampling techniques are introduced: reduced pessimism re-sampling, which seeks to minimise the probability mass moved to larger execution time values, and domain quantisation, which re-samples at equally spaced points in the execution time domain. Domain quantisation has the desirable property that it greatly reduces the number of points in the distributions produced after convolution, and also provides a good fit to the tail of the pWCET distributions. Evaluation shows that it gives the best compromise between runtime and accuracy.

In 2015, Milutinovic et al. [114] examined methods of speeding up the discrete convolution operations that are used a large number of times in SPTA. They consider methods that are precision preserving, such as power operations used when the same distribution needs to be convolved multiple times, and precision non-preserving methods such as re-sampling as proposed by Maxim et al. [109]. They found that the precision preserving techniques speeded up convolution by approximately a factor of two, while the precision non-preserving techniques traded off a minimal amount of over-approximation ($< 3\%$) for an order of magnitude increase in speed.

### 10.2 Analytical Methods and Other Techniques

While re-sampling, which reduces the number of values present in a discrete probability distribution, makes a trade-off between efficiency and precision in probabilistic schedulability analysis calculations, analytic methods can result in greater improvements in runtime while retaining better precision. In some cases, full precision can be retained while still making substantial improvements in runtime efficiency.

In 2017, Chen and Chen [36] considered the problem of probabilistic response time analysis and the computational complexity involved in repeated use of the convolution operator. They
proposed a more efficient approach to computing the probability of deadline misses, based on using the moment generating function (mgf) of random variables, and Chernoff bounds for the probability that the sum of a number of random variables (e.g. the execution times of multiple jobs) exceeds some bound (e.g. the deadline). The authors demonstrate how this approach can be applied to probability distributions consisting of two values representing normal operation, and abnormal operation in the event of a soft error. They also show how the approach can be extended to distributions with more values, and to give the probability of $l$ consecutive deadline misses. The evaluation compares the proposed method to exact analysis [106] and to exact analysis with re-sampling [109] applied. The results show that the proposed method is able to efficiently determine slightly pessimistic bounds on the probability of deadline misses without the need to derive the whole response time distribution, which can be inefficient. Exact analysis was not suitable for more than 10 tasks in the experiments considered, while re-sampling, limiting the distributions to a maximum of 100 values, resulted in highly pessimistic deadline miss probabilities (e.g. 1) for task set utilisation values $> 70\%$.

In 2018, von der Bruggen et al. [147] considered the problem of determining the worst-case probability of deadline misses for tasks under fixed priority preemptive scheduling. They note that traditional convolution-based approaches to computing pWCRT distributions quickly become intractable as the number of jobs within the deadline of a lower priority task that is being analysed increases. To address this problem, they present a novel approach based on using multinomial distributions, which they further improve via the use of a pruning technique. This method retains full precision and is viable for much larger task sets than previous approaches. In the evaluation, the technique is used for systems of up to 35 tasks and is shown to be viable for up to 100 tasks. These task sets have a range of periods spanning two orders of magnitude. Hence there can be up to 100 jobs of each higher priority task within the response time of the lower priority task under analysis. The authors also present two methods based on analytical upper bounds based on Hoeffding’s inequality and Bernstein’s inequality. These methods offer further substantial improvements in runtime (two orders of magnitude faster than the precise multinomial-based approach), but trade off some precision in the results.

Later in 2018, Chen et al. [37] studied the problem of determining the expected deadline miss rate for tasks under fixed priority preemptive scheduling. The task model used assumes that each task has a normal execution time and a longer abnormal execution time that occurs when dealing with fault conditions. As the faults are assumed to be independent, the execution time distribution for each task is i.i.d. Further, the probabilities for the different execution times reflect the probability of fault occurrence. The authors make the realistic assumption that job execution continues even if a deadline is missed. (By contrast, some other works assume that jobs are aborted on reaching their deadline). The authors show that this difference in behaviour can have a substantial effect in increasing the expected deadline miss rate, since the overrun of a job affects the probability of the next job meeting its deadline. They derive an upper bound on the expected deadline miss rate. This is done by considering the probability that a task has $j$ consecutive deadline misses within the same busy period, for all values of $j$ up to some limit. The method leverages the authors’ prior work [36, 147] to determine the probability of $j$ consecutive deadline misses. Using the convolution-based approach [147] results in bounds that are tighter with respect to the simulation results, compared to using the analytical bound [36]. The trade-off is however a significantly greater runtime.

### 10.3 Summary and Perspectives

Issues of tractability were once considered a substantial roadblock to the use of probabilistic schedulability analysis on practical systems. This issue has been addressed, first by methods based on re-sampling [109] that can reduce the amount of computation required to perform
convolution (the basic operation used repeatedly in many probabilistic schedulability analyses) while trading off additional pessimism in the results. More recently, analytical approaches have been developed that have a much shorter runtime, but still trade off pessimism in the results [36]. Finally, the work of von der Bruggen et al. [147] in 2018, provides an approach which promises an efficient method of computing deadline miss probabilities for large task sets without a significant trade-off in precision.

\section{Conclusions}

In this survey, we reviewed research into schedulability analysis for probabilistic real-time systems. We covered the main subject areas including probabilistic response time analysis, probabilistic analysis assuming execution time servers, real-time queuing theory, probabilities emanating from fault models, statistical analysis of the response times, and probabilistic analysis of mixed criticality systems; as well as reviewing supporting mechanisms and analyses that address issues of intractability.

We now conclude by identifying open issues, key challenges and possible directions for future research. We present these as a series of questions and statements.

- How to determine the (worst-case) execution time distribution for a task? This is the subject of probabilistic timing analysis, see the companion survey [52] for a detailed discussion. We note that in some cases the variation of the execution times over time may be such that using a single valid distribution may be too pessimistic (e.g. when the system exhibits different modes of behaviour).

- How to handle issues relating to dependences between the execution times of jobs of (i) the same task, and (ii) jobs of different tasks? The impact of these dependences may vary based on how strong they are. Appropriate statistical studies are needed to investigate the types of dependences and their impact on probabilistic schedulability analysis. Analyses are needed that can address dependencies.

- How to reconcile requirements on the maximum length of black-out periods (number of consecutive missed deadlines) with a probabilistic treatment of deadline failures? This problem relates to dependences between response times that may occur due to dependences between the execution times of jobs of the task considered, and due to dependences in the amount of interference from other tasks.

- How to provide probabilistic schedulability analysis based on probabilistic Worst-Case Execution Time (pWCET) distributions when there are dependences between execution times of consecutive jobs? This is particularly problematic in the case of pWCET distributions derived via MBPTA techniques (see the discussion in Section 2.3).

- How to provide appropriate solutions for multiprocessor schedulability analysis? While there is a wealth of research into conventional schedulability analysis for multiprocessor systems, research into probabilistic schedulability analysis has, with only a few exceptions, focussed on uniprocessor systems.

- How to adapt probabilistic models, using the richer description given by pWCET distributions, in the context of Mixed Criticality Systems. Although expanding rapidly (see Figure 1), work in this area is still in its infancy.

- How to adapt the current statistical approaches such as Extreme Value Theory in the context of response time analysis? The use of EVT has shown some promise in this area, but has not been explored in detail.
How to ensure that probabilistic schedulability analysis methods are viable for use in practical systems? Issues here include validation of the methods, and ensuring that they can be applied to problems of a practical size.

Since the initial work in the late 1980s and 1990s, significant progress has been made in the development of probabilistic schedulability analysis techniques. However, there are still important unanswered questions and open issues to be resolved, as well as a number of interesting areas for future research that are only beginning to be explored. We end this survey with a brief discussion of an important direction for future real-time systems research which probabilistic analysis techniques may be able contribute to.

There is a continuing trend in industry sectors including avionics, automotive electronics, consumer electronics, and robotics away from development and deployment on single-core processors towards using significantly more powerful and complex Common-Off-The-Shelf (COTS) multi-core and many-core hardware platforms. This trend is driven by requirements on size, weight and power consumption, increasing cost pressures and the demand for more complex and capable functionality delivered through software. The use of COTS multi-core hardware poses significant challenges in terms of verifying timing behaviour and ensuring that real-time constraints are met. These challenges stem from the complexity of the architecture and the way in which hardware resources such as the interconnect and the memory hierarchy are shared between different processing cores. Some researchers are seeking to address these problems through approaches based on partitioning and separation (e.g. single-core equivalence [98]), while others aim for solutions based on considering the explicit interference on each hardware resource from co-running programs and how this demand can be served by the available resource supply [12, 46]. There is the potential for probabilistic schedulability analysis and probabilistic timing analysis techniques (reviewed in a companion survey [52]) to play a role in the timing verification of such complex real-time systems.

Work on probabilistic timing analysis and probabilistic schedulability analysis for multi-core and many-core systems is in its infancy with opportunities for significant advances addressing this important research challenge.
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Abstract
The elastic task model was introduced by Buttazzo et al. in order to represent recurrent real-time workloads executing upon uniprocessor platforms that are somewhat flexible with regards to timing constraints. In this work, we propose an extension of this model and apply it to represent recurrent real-time workloads that exhibit internal parallelism and are executed on multiprocessor platforms. In our proposed extension, the elasticity coefficient – the quantitative measure of a task’s elasticity that was introduced in the model proposed by Buttazzo et al. – is interpreted in the same manner as in the original (sequential) model. Hence, system developers who are familiar with the elastic task model in the uniprocessor context may use our more general model as they had previously done, now for real-time tasks whose computational demands require them to utilize more than one processor.
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1 Introduction

Advances in parallel real-time scheduling theory and concurrency platforms over the last couple of decades have allowed for previously unachievable combinations of high computational demands and fine-grained time-scales, in high-performance parallel real-time applications such as those in autonomous vehicles [13] and real-time hybrid simulation systems [9, 11]. However, current parallel real-time systems usually assign parallel tasks to fixed sets of processors and release them at statically determined periodic rates [13, 9, 10]. For systems that need to adjust individual tasks’ computational requirements at run-time (e.g., control algorithms with multiple modes of

* This research was supported in part by NSF grant CCF-1337218 titled “XPS: FP: Real-Time Scheduling of Parallel Tasks” and NSF CNS1814739 titled “Dynamically Customizable Safety Critical Embedded Systems.”
operation), current approaches may need to incorporate excessive pessimism to support such forms of dynamic and adaptive resource allocation.

The elastic task model was introduced in [4] with the specific aim of providing dynamic flexibility during run-time. The model is derived from an analogy to the expansion and contraction of a contiguous collection of springs when a common force is applied to them all, in order to bring their cumulative length down below a specified bound. The computational demand of a task is analogous to the length of a spring, and the available computational capacity to the bound on the cumulative length of the springs (see [4] for details).

In the elastic task model, each recurrent task is characterized by a worst-case execution time (WCET), lower and upper bounds on the values that the task period parameter may take, and an ‘elasticity coefficient’ that represents the flexibility of the task (relative to other tasks) to reduce its run-time computational demand by increasing its effective period. Given a system comprising a collection of such tasks executing upon a shared processor, the elastic scheduling algorithm seeks to choose a value for each task’s period parameter within the task’s specified range, such that the overall system is schedulable.

The elastic task model was originally defined for task systems such as multimedia systems, control systems, and ad-hoc communication networks implemented on preemptive uniprocessors [1, 8, 5]. However, today’s high-performance real-time applications (e.g. real-time hybrid simulation [9, 11]) must often execute upon multiprocessor platforms so as to be able to exploit internal parallelism of these tasks across multiple processors to meet high computational demand. Therefore, the original elastic task model, as well as algorithms that were developed by Buttazzo et al. [4, 5] along with accompanying schedulability analysis and run-time scheduling techniques, need to be appropriately extended in order to be useful for these kinds of high-performance real-time applications. In this paper, we consider multiprocessor scheduling under the federated scheduling paradigm (in which each task whose computational demand exceeds the capacity of a single processor is granted exclusive access to multiple processors); we propose a parallel multiprocessor extension to the elastic task model, and provide appropriate algorithms for federated schedulability analysis and federated scheduling of systems represented using our proposed model.

The central idea of elastic scheduling, originally defined by Buttazzo et al. [4], is that if the overall computational demand of a system exceeds the capacity of the implementation platform to accommodate it all, then individual tasks’ computational demands are reduced and the available platform capacity is allocated in a flexible manner to accommodate these reduced demands. Upon multiprocessor platforms, there are several different interpretations possible, as to what an elastic manner of distributing the processors may mean. Our proposed extension aligns with earlier work in the sense that we are interpreting the elasticity coefficient parameters according to the semantics assigned to them in the uniprocessor context. We believe that this is a critical issue: the elasticity parameters characterize the relative flexibility –the ‘hard-real-time’ness– of the tasks, and should bear common interpretation regardless of whether implemented on uni- or multi-processors. We, therefore, believe that the preservation of this interpretation is one of the major benefits of our extended model.

The remainder of this paper is organized in the following manner. We briefly provide some needed background and related work concerning the elastic task model and federated scheduling in Section 2; and describe the parallel workload model we are proposing for the representation of parallel elastic tasks. In Section 3 we present a relatively simple and efficient algorithm for scheduling such tasks upon multiprocessor platforms, which preserves the semantics that were intended for elastic tasks in the uniprocessor context. We also point out how this simple approach may result in an unnecessary degree of platform resource under-utilization. In Section 4 we propose an alternative approach that is able to make more efficient use of the platform to provide
a superior scheduling solution, at the cost of not being as faithful to the semantics of elasticity as originally defined for the uniprocessor case. We conclude in Section 5 with a brief summary, and place this work within a larger context of ongoing research efforts towards achieving dynamic flexibility in multiprocessor scheduling of parallelizable workloads.

2 Background, Related Work, and Task Model

In this paper, we extend the definition and applicability of real-time elastic scheduling to parallel real-time systems. We start out in this section by providing some background on both the elastic task model and the federated paradigm of parallel real-time scheduling on multiprocessor platforms. Doing so enables us to define our proposed elastic model for the federated scheduling of systems of parallel real-time tasks.

2.1 The Elastic Task Model

The elastic task model was first proposed by Buttazzo et al. in [4]. Tasks in this model may dynamically adapt their periods in response to system behavior, in order to keep system-wide utilization below a user-specified desired value $U_d$ (which may be at or below a scheduling algorithm’s threshold, e.g., 1.0 for preemptive uniprocessor EDF scheduling). The task model is a generalization of the implicit-deadline sporadic task model [15]: each task $\tau_i = (C_i, T_{i}(\text{min}), T_{i}(\text{max}), E_i)$ is characterized by a worst-case execution requirement $C_i$, a minimum (and preferred) period $T_{i}(\text{min})$, a maximum period $T_{i}(\text{max})$, and an elastic coefficient $E_i$ that quantitatively characterizes how amenable a task is to a change in its period (similar to a measure of a spring’s resistance to changes in length). A higher elastic coefficient implies a more elastic task, which is more willing to adapt its period. Any task $\tau_i$ that should not vary its period (and therefore its utilization) at all can set $T_{i}(\text{min}) = T_{i}(\text{max})$, and $\tau_i$ will act like an ordinary (i.e., not elastic) implicit-deadline sporadic task with WCET $C_i$ and period $T_{i}(\text{min})$. An actual period must be assigned to each task; a task’s assigned period is denoted as $T_i$ and must fall within the range $[T_{i}(\text{min}), T_{i}(\text{max})]$.

Furthermore, a task $\tau_i$ is considered to have an implicit deadline where the relative deadline $D_i$ of $\tau_i$ is equal to its actual period, i.e., $D_i = T_i$.

Recall that the utilization $U_i$ of an (ordinary – not elastic) implicit-deadline task $\tau_i = (C_i, T_i)$ is defined to be the ratio of its WCET to its period ($U_i = C_i / T_i$), and that the utilization $U(\Gamma)$ of an implicit-deadline sporadic task system $\Gamma = \{\tau_1, \tau_2, \ldots, \tau_n\}$ is the sum of the utilizations of all the tasks in the system ($U(\Gamma) = \sum_{\tau_i \in \Gamma} U_i$). Buttazzo et al. have derived an iterative algorithm in [4] for task compression which (if possible) finds a way to assign each task $\tau_i$ in a system $\Gamma$ of elastic tasks a period $T_i$ in a manner that is compliant with the semantics of spring compression, such that $\sum_i (C_i/T_i) \leq U_d$ and $T_{i}(\text{min}) \leq T_i \leq T_{i}(\text{max})$ for all tasks $\tau_i$. (As stated above, $U_d$ is a user-defined threshold, perhaps according to the scheduling algorithm that is used, e.g., $U_d = 1$ is suitable for preemptive EDF scheduling.)

Since the introduction of the elastic task model, the uniprocessor version has been expanded to include constrained deadlines [8], resource sharing [5] and unknown computational load [6]. We leave their parallel extensions as future work.

2.2 Federated Scheduling and Parallel Real-Time Task Model

Federated scheduling is a parallel real-time scheduling paradigm that was proposed by Li et al. [14] for scheduling collections of recurrent parallel tasks upon multiprocessor platforms, when one or more individual tasks may have a computational requirement that exceeds the capacity of a single processor to entirely accommodate it. Under federated scheduling, such tasks (i.e., those with
computational requirement exceeding the capacity of a single processor) are granted exclusive access to a subset of processors; the remaining tasks execute upon a shared pool of processors.

In parallel real-time task systems, the computational requirement of a task \( \tau_i \) (the generalization of the WCET parameter for sequential tasks) is represented by the following two parameters:

1. The work parameter \( C_i \) denotes the cumulative worst-case execution time of all the parallel branches that are executed across all processors. Note that for deterministic parallelizable code (e.g., as represented in the sporadic DAG tasks model [2]; see [3, Chapter 21] for a textbook description) this is equal to the worst-case execution time of the code on a single processor (ignoring communication overhead from synchronizing processors).

2. The span parameter \( L_i \) denotes the maximum cumulative worst-case execution time of any sequence of precedence-constrained pieces of code. It represents a lower bound on the duration of time the code would take to execute, regardless of the number of processors available.

The span of a program is also called the critical-path length of the program, and a sequence of precedence-constrained pieces of code with cumulative worst-case execution time equal to the span is a critical path through the program.

Algorithms are known for computing the work and span of a task represented as a DAG, in time linear in the DAG representation. The relevance of these two parameters arises from well-known results in scheduling theory concerning the multiprocessor scheduling of precedence-constrained jobs (i.e., DAGs) to minimize makespan. This problem has long been known to be NP-hard in the strong sense [16]; i.e., computationally highly intractable. However, Graham’s list scheduling algorithm [12], which constructs a work-conserving schedule by executing at each instant in time an available job, if any are present, upon any available processor, performs fairly well in practice.

An upper bound on the makespan of a schedule generated by list scheduling is easily stated. Given the work and span of the DAG being scheduled, it has been proved in [12] that the makespan of the schedule for a given DAG upon \( m \) processors is guaranteed to be no larger than

\[
\frac{\text{work} - \text{span}}{m} + \text{span}
\]

Thus, a good upper bound on the makespan of the list-scheduling generated schedule for a DAG may be stated in terms of only its work and span parameters. Equivalently, if the DAG represents a real-time piece of code characterized by a relative deadline parameter \( D_i \), \( \left( \frac{\text{work} - \text{span}}{m} + \text{span} \right) \leq D_i \) is a sufficient test for determining whether the code will complete by its deadline upon an \( m \)-processor platform.

A parallel task \( \tau_i \) is considered to be a high-utilization task if its utilization \( U_i = \frac{C_i}{T_i} > 1 \) and a low-utilization task otherwise. Each high-utilization task \( \tau_i \) receives \( m_i \) dedicated processors on which to run; for implicit-deadlines tasks, we need the resulting makespan to be less than or equal to \( D_i = T_i \); i.e.

\[
\frac{C_i - L_i}{m_i} + L_i \leq T_i \Leftrightarrow \frac{C_i - L_i}{m_i} \leq T_i - L_i \Leftrightarrow m_i \geq \frac{C_i - L_i}{T_i - L_i}
\]

Under federated scheduling, since the number of processors assigned to each high-utilization task is an integer, we therefore have

\[
m_i = \left\lceil \frac{C_i - L_i}{T_i - L_i} \right\rceil.
\]
Under the original federated scheduling model in [14], low-utilization tasks are treated as sequential and are scheduled using existing mechanisms such as global or partitioned EDF scheduling.

In this paper, we will consider the federated scheduling of task systems with elastic sporadic parallel tasks. Recall that each elastic task has a range of acceptable periods within the range $[T_i^{(\text{min})}, T_i^{(\text{max})}]$. Let $U_i^{(\text{max})} = C_i / T_i^{(\text{min})}$ and $U_i^{(\text{min})} = C_i / T_i^{(\text{max})}$ denote the maximum (i.e., desired) and the minimum acceptable utilization for $\tau_i$. Note that it is possible for some tasks to be either high-utilization or low-utilization depending on the selected period. We refer to these as tasks with hybrid-utilization. (Formally hybrid-utilization tasks are tasks such that $T_i^{(\text{min})} \leq C_i \leq T_i^{(\text{max})}$.) Scheduling of exclusively low-utilization elastic tasks is easily done via minor extensions to prior results [4, 5, 7, 8]. We therefore do not consider them for the remainder of this paper. Instead, henceforth we consider only the scheduling of exclusively high-utilization tasks. That is, we will consider a system $\Gamma = \{\tau_1, \tau_2, \ldots, \tau_n\}$ of $n$ elastic parallel high-utilization tasks that is to be scheduled under federated scheduling upon $m$ processors. We consider this to be a necessary and non-trivial step towards the scheduling of hybrid-utilization tasks, the treatment of which we leave for future work.

In the remainder of this paper we will often represent a task $\tau_i = (C_i, L_i, U_i^{(\text{max})}, U_i^{(\text{min})}, E_i)$ by its work and span parameters, its maximum and minimum utilizations, and its elasticity coefficient. We will seek to compute $m_i$, the number of processors that are to be devoted to the exclusive use of task $\tau_i$, for each $\tau_i$ such that $\sum_{i=1}^{n} m_i \leq m$.

### 3 A first attempt at elastic scheduling of parallel tasks

It is fairly straightforward to show that the desired elasticity property on the tasks that were defined in the original (uniprocessor) elastic tasks model [4] is that

$$\forall i, j, \quad \left( \frac{U_i^{(\text{max})} - U_i}{E_i} \right) = \left( \frac{U_j^{(\text{max})} - U_j}{E_j} \right)$$

(3)

That is, the elasticity coefficient $E_i$ of task $\tau_i$ is a scaling factor on the amount by which it may have its actual utilization reduced from the desired value of $U_i^{(\text{max})}$.

We use $\lambda$ to denote the desired equilibrium value for all tasks demonstrated in Expression (3); for all tasks $\lambda = \left( \left( U_i^{(\text{max})} - U_i \right) / E_i \right)$. Expression (3) suggests that

$$U_i \leftarrow U_i^{(\text{max})} - \lambda E_i$$

However, we also require $U_i \geq U_i^{(\text{min})}$; hence for a given value of $\lambda$ we choose

$$U_i(\lambda) \leftarrow \max \left( U_i^{(\text{max})} - \lambda E_i, U_i^{(\text{min})} \right)$$

(4)

Equation (4) suggests an algorithm for the federated scheduling of parallel task system $\Gamma = \{\tau_1, \ldots, \tau_n\}$ upon $m$ processors. It is evident from visual inspection of Equation (4) that the ‘best’ schedule – the one that compresses tasks’ utilizations the least amount necessary in order to achieve schedulability – is the one for which $\lambda$ is the smallest. Now for a given value of $\lambda$, Algorithm 1 can determine, in time linear in the number of tasks, whether the task system can be scheduled upon the $m$ available processors using federated scheduling.

---

1 Note that representing the task by its maximum and minimum utilizations is equivalent to representing it by its minimum and maximum periods, since given $C_i$, one set of parameters can be derived from the other set.
Algorithm 1 Elastic-1(Γ, m, λ).

Γ is the task system and m the number of processors that are available
λ is the compression factor permitted

$m' ← 0$  \hspace{1cm} \triangleright \text{Number of processors needed}

\textbf{for } (τ_i ∈ Γ) \textbf{ do} \\
$U_i = \max(U_{i(\max)} - λE_i, U_{i(\min)})$  \hspace{1cm} \triangleright \text{See Eqn 4}
$T_i = C_i / U_i$
$m_i = [(C_i - L_i)/(T_i - L_i)]$
$m' ← m' + m_i$
\textbf{end for}

\textbf{if } (m' > m) \textbf{ then}  \hspace{1cm} \triangleright \text{Not enough processors.}
\textbf{return} \text{UNSCHEDULABLE}
\textbf{else}
\textbf{return} \langle m_1, m_2, \ldots, m_n \rangle  \hspace{1cm} \triangleright τ_i \text{ gets } m_i \text{ processors}
\textbf{end if}

Note the value of λ can be bounded to the range of [0, φ] where λ = 0 represents all tasks receiving their maximum utilizations and φ is the maximum value among all tasks of the equation $(U_{i(\max)} - U_{i(\min)}) / E_i$. λ = φ thus represents all tasks receiving their minimum utilization. By bounding the potential values of λ, we can use binary search within this range and make repeated calls to Algorithm 1 and thereby determine, to any desired degree of accuracy, the smallest value of λ for which the system is schedulable.

3.1 Discussion

Semantics-preservation. Algorithm 1 for the federated scheduling of parallel elastic tasks that we have presented above is semantics preserving in the following sense: the assignment of actual period values to the tasks (the $T_i$’s) is done in accordance with Equation (4), which is the same manner in which periods are assigned in uniprocessor scheduling of elastic tasks. Hence the system developer who seeks to use our proposed elastic task model to implement flexible parallel tasks upon multiprocessor platforms need not ‘learn’ new (or additional) semantics for the elasticity coefficient: this coefficient means exactly the same thing in the parallel multiprocessor case as it did in the system designer’s previous experiences with sequential uniprocessor tasks (the value of this parameter for each task is a relative measure of its degrees of tolerance to having its period increased and its computational demand thereby reduced).

Run-time platform capacity under-utilization. Despite these advantages, however, one can identify two sources of resource under-utilization by Algorithm 4.

- First, observe that the number of processors assigned to a task must be integral, and is hence equal to the ceiling of an expression. If the expression $(C_i - L_i)/(T_i - L_i)$, which lies within the ceiling operator (⌈·⌉) when computing the number of processors assigned to task $τ_i$, is not itself an integer, then one could further reduce the actual period (the $T_i$ value) that is assigned to the task $τ_i$ and thereby assign $τ_i$ more computational capacity than is afforded by Algorithm 1. However, we do not permit this to happen since the resulting assignment may no longer be semantics-preserving in the sense that different tasks may see a reduction in allocated capacity that is not consistent with their relative elasticity coefficients. This difference between $[(C_i - L_i)/(T_i - L_i)]$ and $(C_i - L_i)/(T_i - L_i)$ is thus ‘wasted’ capacity.
Second, consider the case with two identical elastic tasks, and an odd number of processors. Semantics-preservation dictates that both tasks be treated in the same manner; however, doing so would correspond to assigning the same number of processors to each task and therefore leaving one processor unused. More generally, Algorithm 1 may leave up to \( n - 1 \) processors unallocated to \( n \) identical tasks. Thus, the simple semantics-preserving scheme presented in this section may under-utilize platform resources. In Section 4 we discuss an alternative scheme that makes more efficient use of platform capacity at the cost of additional complexity in the semantics of elasticity.

### 4 More resource-efficient scheduling

The notion of semantic preservation with uniprocessor elastic task scheduling presented in Section 3 is simple and intuitive, and very strong: the elasticity coefficient of a task directly indicates the task’s tolerance to having its period parameter increased. However, as we saw, remaining faithful to such a strong notion of semantic equivalence comes at the cost of some computing capacity loss and cannot guarantee full utilization of a platform’s computing capacity. We now consider a more generalized interpretation of the semantics of uniprocessor elastic tasks. This interpretation was provided by Chantem et al. [8], who proved that the algorithm of Buttazzo et al. [5] for scheduling sequential elastic tasks upon preemptive uniprocessors is equivalent to solving the following constrained optimization problem:

\[
\minimize \sum_{i=1}^{n} \frac{1}{E_i} (U_i^{(max)} - U_i)^2
\]

such that:

\[
U_i^{(min)} \leq U_i \leq U_i^{(max)} \text{ for all } \tau_i, \text{ and }
\]

\[
\sum_{i=1}^{n} U_i \leq U_d
\]

where \( U_d \) is the desired system utilization. We believe that this is a somewhat less natural interpretation of elasticity in task scheduling than the interpretation considered in Section 3: it is unlikely that a typical system designer is thinking of the elasticity coefficients (the \( E_i \) parameters) that they assign to the individual tasks as coefficients to a quadratic optimization problem. Nevertheless, we adopt this notion of elastic interpretation in this section; for this interpretation, we are able to derive a federated scheduling algorithm that makes far more efficient use of platform computing capacity than was possible under the earlier more intuitive interpretation considered in Section 3.

Note that sequential elastic task scheduling only considers CPU utilization when attempting to schedule tasks on a single processor. Specifically, system-wide utilization \( \sum_{i=1}^{n} U_i \) must stay below a desired utilization \( U_d \) at all times in order to maintain schedulability. As such, task utilizations are decreased by (when possible) increasing individual task periods in proportion to their fraction of system-wide elasticity until either (1) an acceptable schedule is found such that \( \sum_{i=1}^{n} U_i \leq U_d \) or (2) each task \( \tau_i \) has period \( T_i = T_i^{(max)} \) with \( \sum_{i=1}^{n} U_i > U_d \). If a schedule cannot be found the taskset is declared unschedulable.

In federated scheduling of high-utilization tasks, however, system schedulability is no longer a function only of cumulative utilization but rather whether \( n \) tasks can be successfully scheduled on \( m \) cores. We now give an algorithm for determining processor allocation and schedulability of a task system that allocates the processors one at a time to the tasks, Algorithm 2. Algorithm 2
Algorithm 2 Task_compress_par(Γ, m).

1: for (τᵢ ∈ Γ) do
2:    \( m_{i_{\text{min}}} = \lceil (C_i - L_i)/T_{i_{\text{max}}} - L_i \rceil \) \hspace{1cm} \triangleright \text{Minimum number of processors}
3:    \( m_{i_{\text{max}}} = \lceil (C_i - L_i)/(T_{i_{\text{min}}} - L_i) \rceil \) \hspace{1cm} \triangleright \text{Maximum number of processors}
4:    \( m_i = m_{i_{\text{min}}} \)
5:    \( \text{while } m_i <= m_{i_{\text{max}}} \text{ do} \)
6:    \( T_{(i,m_i)} = (C_i - L_i)/(m_i) + L_i \) \hspace{1cm} \triangleright \text{for each possible value of } m_i
7:    m_i = m_i + 1
8: \end while
9: m_i = m_{i_{\text{min}}} \hspace{1cm} \triangleright \text{Assign minimum number of processors}
10: T_i = T_{(i,m_i)} \hspace{1cm} \triangleright \text{Assign corresponding shortest period}
11: m = m - m_{i_{\text{min}}} \hspace{1cm} \triangleright m \text{ keeps count of processors remaining}
12: end for
13: if (m < 0) then
14:    return UNSCHEDULABLE \hspace{1cm} \triangleright \text{There weren’t enough processors}
15: else if (m == 0) then
16:    return processor allocation with \( m_i \) values
17: end if
18: The remainder of this pseudocode
19: allocates processors one at a time
20: for (τᵢ ∈ Γ) do
21:    Determine \( \delta_i \), the potential
22:    decrease to Problem 7 for each task
23: end for
24: Make a max heap of all tasks, with the \( \delta_i \) values as the key
25: while \( m > 0 \) and heap not empty do
26:    \( \tau_{\text{most}} = \text{heap.pop}() \)
27:    \( m_{\text{most}} = m_{\text{most}} + 1 \)
28:    \( m = m - 1 \)
29:    \( T_{\text{most}} = T_{(\text{most},m_{\text{most}})} \)
30:    if (\( m > 0 \) and \( m_{\text{most}} < m_{\text{most}_{\text{max}}} \)) then \hspace{1cm} \triangleright \text{Able to receive more processors?}
31:        Determine \( \delta_{\text{most}} \), the potential
32:        decrease to Problem 7 for task \( \tau_{\text{most}} \)
33:        Reinsert \( \tau_{\text{most}} \) into heap
34:        \end if
35: end while
36: return the processor allocation with \( m_i \) values
starts out by determining, for each task \( \tau_i \), the minimum number of processors \( m_{i_{\text{min}}} \) needed to meet its minimum acceptable computational load (i.e., having \( T_i \leftarrow T_i^{(\text{max})} \)) in Line 2, and the number \( m_{i_{\text{max}}} \) needed to meet its desired computational load (i.e., having \( T_i \leftarrow T_i^{(\text{min})} \)) in Line 3. Since the assigned period \( T_i \) satisfies \( T_i^{(\text{min})} \leq T_i \leq T_i^{(\text{max})} \), the actual number of CPUs \( m_i \) assigned to \( \tau_i \) is also bounded by \( m_{i_{\text{min}}} \leq m_i \leq m_{i_{\text{max}}} \).

Because of the ceiling function in Equation (2), each range of values for \( T_i \) maps to a given \( m_i \) for each task. In this work we assume that it is beneficial for each task to run as frequently as possible. As such, we assign task \( \tau_i \) the minimum period \( T_i \) available on \( m_i \) allocated processors. We denote this period value as \( T_{(i,m_i)} \), which is derived directly from Equation (2):

\[
T_{(i,m_i)} = \frac{C_i - L_i}{m_i} + L_i
\]  

(6)

All possible values of \( T_{(i,m_i)} \) for \( m_{i_{\text{min}}} \leq m_i \leq m_{i_{\text{max}}} \) are computed first and stored in lookup tables. This is accomplished during the while loop (Lines 5–9) in Algorithm 2.

Next (Lines 10–12), each task is assigned the minimum number of processors it needs, and this number of processors is subtracted from \( m \); hence at the end of the loop, \( m \) denotes the number of processors remaining for additional assignment (above and beyond the minimum needed per task). If \( m < 0 \) the instance is unschedulable, while if \( m = 0 \) there is nothing more to be done – the system is schedulable with each task receiving its minimum level of service. These conditions are tested in Lines 14–18 of the pseudocode.

If \( m > 0 \), however, we will individually assign each of these remaining \( m \) processors to whichever task would benefit ‘the most’ from receiving it. This is determined in the following manner. Similar to scheduling sequential tasks [8], our goal is to find task utilizations (and therefore periods) that solve the optimization problem:

\[
\text{minimize } \sum_{i=1}^{n} \frac{1}{E_i} (U_i^{(\text{max})} - U_i)^2
\]

such that:

\[
U_i^{(\text{min})} \leq U_i \leq U_i^{(\text{max})} \text{ for all } \tau_i, \text{ and }
\]

\[
\sum_{i=1}^{n} m_i \leq m
\]

In allocating each processor we calculate, for each task \( \tau_i \), a quantity \( \delta_i \) which represents the decrease in \( \sum_{i=1}^{n} \frac{1}{E_i} (U_i^{(\text{max})} - U_i)^2 \) if the next processor were to be allocated to task \( \tau_i \) – this is done in Lines 23–26 of Algorithm 2. We then assign the processor to whichever task would see the biggest decrease. (As a consequence, the objective of the optimization problem 7 would decrease the most.) To accomplish this efficiently, we

- Place the tasks in a max heap indexed on the value of \( \delta_i \) (Line 28); and
- while there are unallocated processors and the heap is not empty (checked in Line 30)
  - assign the next processor to the task at the top of the heap (Lines 31–34) and, if this task is eligible to receive more processors (checked in Line 35), recompute \( \delta_i \) for this task (Line 36) and reinset into the heap (Line 38).

**Run-time complexity.** The first for-loop in the algorithm (Lines 1–13 in the pseudocode listing in Algorithm 2) takes \( \Theta(n \cdot m) \) time. The for-loop in Lines 23–26 and the making of the max heap (Line 28) each take \( \Theta(n) \) time. The running time of the remainder of the algorithm (Lines 30–40) is dominated by the max-heap operations; the overall running time is therefore \( \Theta(n \cdot m + m \cdot \log n) \).
4.1 Proof of Optimality

In this section we prove in Theorem 3 that Algorithm 2 solves the optimization problem given in Equation (7) optimally. The optimality of Algorithm 2 then follows from the result of Chantem et al. [8] showing the equivalence of uniprocessor elastic scheduling of sequential tasks with the optimization problem given in Equation (5).

The dependency amongst the three results in this section – Lemma 1, Lemma 2, and Theorem 3 – is strictly linear: Lemma 1 is needed to prove Lemma 2, which is needed to prove Theorem 3.

▶ Lemma 1. The utilization $U_i$ of elastic task $\tau_i$ strictly increases towards maximum utilization as the number of processors $m_i$ assigned to it increases.

Proof. Since $U_i = C_i/T_i$, (and $C_i$ is constant), $U_i$ increases as $T_i$ decreases. By Equation (6), $T_i = (((C_i - L_i)/m_i) + L_i$. $C_i$ and $L_i$ are constant for task $\tau_i$. Therefore, $T_i$ strictly decreases as $m_i$ increases. Therefore, an increase of $m_i$ decreases $T_i$ and increases $U_i$.

▶ Lemma 2. In assigning processors one at a time (in the while loop of Lines 30-40 of Algorithm 2), the consecutive assignment of the $(k+1)$’st and $(k+2)$’nd to the same task $\tau_i$ with $k$ currently assigned processors will result in diminishing returns of $\delta_i$, the decrease in $\frac{1}{E_i}(U^{(\text{max})}_i - U_i)^2$ for $\tau_i$, (i.e., the benefit of assigning a processor to a task is never as high as the already-incurred benefit of assigning prior processors.)

Proof. This is readily observed by algebraic simplification. \(^2\) Let $x_k$ be the value of $\frac{1}{E_i}(U^{(\text{max})}_i - U_{i_k})^2$ where $U_{i_k}$ is the task utilization with $k$ processors. Let $x_{k+1}$ be the value of $\frac{1}{E_i}(U^{(\text{max})}_i - U_{i_{k+1}})^2$ with new utilization $U_{i_{k+1}}$ after assigning processor $k+1$ to $\tau_i$, and similarly let $x_{k+2}$ be the value of $\frac{1}{E_i}(U^{(\text{max})}_i - U_{i_{k+2}})^2$ with new utilization $U_{i_{k+2}}$ after subsequently assigning processor $k+2$ to $\tau_i$. From Lemma 1, we know that $U_{i_k} < U_{i_{k+1}} < U_{i_{k+2}}$.

Define the benefit of adding processor $k+1$ to $\tau_i$ as $\delta_{i_{k+1}} = x_k - x_{k+1}$, and the later benefit of assigning processor $k+2$ as $\delta_{i_{k+2}} = x_{k+1} - x_{k+2}$. To prove diminishing returns, we must show that $\delta_{i_{k+1}} < \delta_{i_{k+2}}$.

Note that the math is equivalent, so we temporarily ignore the constant scalar $\frac{1}{E_i}$. Thus, both

$$\delta_{i_{k+1}} = (U^{(\text{max})}_i - U_{i_{k+1}})^2 - (U^{(\text{max})}_i - U_{i_{k+1}})^2$$  (8)

and

$$\delta_{i_{k+2}} = (U^{(\text{max})}_i - U_{i_{k+2}})^2 - (U^{(\text{max})}_i - U_{i_{k+2}})^2$$  (9)

are of the form

$$(x - z)^2 - (x - y)^2$$  (10)

where $x > y > z$. We can therefore say that $z + \alpha = y$ and $y + \beta = x$.

Re-stating Equation (10) in terms of $z$, $\alpha$, and $\beta$, we obtain:

$$(z + \alpha + \beta - z)^2 - (z + \alpha + \beta - z - \alpha)^2$$

which simplifies to

$$\alpha^2 + 2\alpha\beta.$$  (11)

\(^2\) The algebra, while straightforward, is rather tedious and the reader may choose to just skim it at first reading.
Therefore, to prove $\delta_{i+1} > \delta_{i+2}$, it is sufficient to show that

$$\alpha_{k+1}^2 + 2\alpha_{k+1}\beta_{k+1} > \alpha_{k+2}^2 + 2\alpha_{k+2}\beta_{k+2}$$

(12)

where $\alpha_{k+1}$, $\beta_{k+1}$, $\alpha_{k+2}$, and $\beta_{k+2}$ are $(U_{i_{k+1}} - U_{i_k})$, $(U_i^{(max)} - U_{i_{k+1}})$, $(U_{i_{k+2}} - U_{i_{k+1}})$, $(U_i^{(max)} - U_{i_{k+1}})$, respectively. (These values come from the definitions of $\alpha$ and $\beta$ and the substitutions of $x$, $y$, and $z$ in Equation (10) into their actual values from Equations 8 and 9.) Note that as $\alpha_{k+1}$, $\beta_{k+1}$, $\alpha_{k+2}$, and $\beta_{k+2}$ are all positive numbers, Equation (12) will be satisfied if we can individually prove $\alpha_{k+1} > \alpha_{k+2}$ and $\beta_{k+1} > \beta_{k+2}$, which we now proceed to do.

We first prove $\beta_{k+1} > \beta_{k+2}$, where

$$\beta_{k+1} = (U_i^{(max)} - U_{i_{k+1}}),$$

and

$$\beta_{k+2} = (U_i^{(max)} - U_{i_{k+2}}).$$

We know from above that $U_{i_{k+2}} > U_{i_{k+1}}$. Therefore

$$(U_i^{(max)} - U_{i_{k+1}}) > (U_i^{(max)} - U_{i_{k+2}})$$

and $\beta_{k+1} > \beta_{k+2}$.

We next prove $\alpha_{k+1} > \alpha_{k+2}$. Note that

$$U_i = \frac{C_i}{T_i} = \frac{C_i}{C_{i-1}L_i + L_i}$$

(13)

Consider Equation (13) which shows the complete derivation of a task’s utilization as a function of the number of processors assigned to it. By definition, if $\alpha_{k+1} > \alpha_{k+2}$, then

$$U_{i_{k+1}} - U_{i_k} \geq U_{i_{k+2}} - U_{i_{k+1}}.$$

Substituting into Equation (13), this becomes

$$\frac{C_i}{C_{i-1}L_i + L_i} - \frac{C_i}{C_{i-2}L_i + L_i} \geq \frac{C_i}{C_{i-1}L_i + L_i} - \frac{C_i}{C_{i-2}L_i + L_i}.$$

Factoring out a constant $C_i$ and simplifying, we get

$$\frac{k + 1}{C_i + kL_i} - \frac{k}{C_i + kL_i - L_i} \geq \frac{k + 2}{C_i + kL_i + L_i} - \frac{k + 1}{C_i + kL_i}.$$

Letting $X = C_i + kL_i$ (to enhance readability), this becomes

$$\frac{k + 1}{X} - \frac{k}{X - L_i} \geq \frac{k + 2}{X + L_i} - \frac{k + 1}{X}.$$

We can combine fractions and simplify this further to

$$\frac{-kL_i + X - L_i}{X(X - L_i)} \geq \frac{-kL_i + X - L_i}{X(X + L_i)}.$$

3 We use $\geq$ to indicate that the inequality is not yet proved.
Since \(-k * L_i + X - L_i = -kL_i + C_i + kL_i - L_i = C_i - L_i > 0\) for high-utilization tasks, we can now factor out \(-k * L_i + X - L_i\) from both sides and are left with asking whether
\[
\frac{1}{X(X - L_i)} > \frac{1}{X(X + L_i)}
\]
This is unequivocally true. Hence, we prove that \(\alpha_{k+1} > \alpha_{k+2}\). Therefore, Equation (12) is satisfied and \(\delta_{ik+1} > \delta_{ik+2}\). The Lemma follows.

\[\Box\]

\section*{Theorem 3.} Algorithm 2 optimally minimizes the optimization problem given in Equation (7).

\textbf{Proof.} For Algorithm 2 to be non-optimal, there must be some point at which our greedy algorithm and the optimal algorithm diverge. (Algorithm 2 begins optimally with the only valid assignment of processors to tasks when considering only the minimum amount of processors each task can have.) Note that each task’s contribution to the sum of Equation (7) is independent of other tasks: the value of \(\frac{1}{k} (U_i^{(\text{max})} - U_i)^2\) for a given task \(\tau_i\) is independent of how many processors have been assigned to other tasks. Thanks to this property, we need only consider two tasks. Let us suppose, without loss of generality, that at the point of divergence our greedy algorithm assigns the processor to \(\tau_i\), while the optimal algorithm would assign the processor to \(\tau_j\).

Because the greedy algorithm assigns the processor to \(\tau_i\), we know that the added benefit (amount decreased from the sum) is greater than if we had given the processor to \(\tau_j\). Hence the current value of the objective function of optimization problem 7 the greedy algorithm is necessarily lower than that of the optimal algorithm upon assignment of the number of processors assigned thus far. By the assumption regarding the non-optimality of our greedy strategy, there must be some point in the future at which the optimal algorithm makes up the difference since the optimal solution to a minimization problem must end with the lowest value for the objective function.

However, we saw in Lemma 2 above that the benefits of assigning a new processor under the greedy Algorithm 2 diminish. At each iteration, the greedy algorithm chooses to assign the processor to the task with the greatest available benefit. Because tasks’ benefits are considered independently and do not change regardless of the allocation of CPUs to other tasks, after the greedy algorithm assigns the \(k\)'th processor to \(\tau_i\), no other task \(\tau_j\) will have a higher benefit of receiving the (\(k + 1\)'st processor than it did when the greedy algorithm elected to give the \(k\)'th processor to \(\tau_i\). Similarly, by Lemma 2 the diminishing returns of assigning multiple processors to the same task guarantees that the benefit of assigning the (\(k + 1\)'st task to \(\tau_i\) is also less than the benefit gotten by assigning the \(k\)'th processor to \(\tau_i\). Therefore, if the optimal algorithm and the greedy algorithm diverge and the current value of the objective function of optimization problem 7 for Algorithm 2 is better than the optimal algorithm, it is impossible for the optimal algorithm to subsequently ‘catch up’ and do better than the greedy algorithm. Hence the current value of the objective function of optimization problem 7 may never diverge between an optimal algorithm and our greedy algorithm; the optimality of Algorithm 2 immediately follows.

\[\Box\]

This completes the proof of optimality of Algorithm 2 for the federated scheduling of parallel elastic tasks.

\section*{Summary & Conclusions}

In the two decades since it was first introduced, the elastic task model \([4]\) has proved a useful abstraction for representing flexibility in the computational demands of recurrent workloads. It was originally proposed for representing sequential tasks executing upon uniprocessor platforms;
as high-performance real-time computer applications are increasingly becoming parallelizable (and need to have their parallelism exploited by being implemented upon multiprocessor platforms in order to meet timing constraints), there is a need to extend the applicability of the elastic task model to parallel tasks that execute upon multiprocessor platforms.

In this paper, we have proposed one such extension. The salient features of our model are:

- Multiprocessor scheduling under the federated paradigm, in which each task needing more than one processor is assigned exclusive access to all processors upon which it executes. Federated scheduling frameworks can generally be implemented in a more efficient manner than global scheduling (e.g., with less run-time overhead) with only limited loss of schedulability (as measured by speedup bounds of capacity augmentation bounds).

- Representation of a parallel task’s workload using just the cumulative workload (its ‘work’ parameter) and its critical path length (its ‘span’ parameter). Such representation allows for efficient schedulability analysis in the federated scheduling framework, with a bounded loss of schedulability as compared to DAG representations (for which schedulability analysis is strongly NP-hard).

- Retention of the elasticity coefficient parameter that was the main innovation introduced in [4] to capture the flexibility in computational demands.

We have proposed and studied two schemes for assigning processors to tasks in a system of elastic parallel real-time tasks that are to be scheduled upon a given multiprocessor platform under federated scheduling. One of these schemes is completely semantics-preserving with respect to model semantics as introduced in the uniprocessor case [4]; the other allows for some deviation from uniprocessor semantics and thereby is able to better use the computational capabilities of the implementation platform.

Possible future extensions of this work include the scheduling of hybrid-utilization tasks, each of whose potential utilization range is such that it can be treated as either a low-utilization or a high-utilization task, depending on the system load. This necessarily involves the co-scheduling of low-utilization and high-utilization tasks. It may also be worth investigating different ways of scheduling low-utilization tasks on multi-core systems. Buttazzo’s algorithms provide an optimal way to schedule a task set of low-utilization tasks on a single processor but say nothing about how to assign low-utilization tasks to multiple processors. Each of these can also be explored with constrained deadlines and resource sharing.
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